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This paper examines the use of survey-based measures in volatility forecasting. We ar- 

gue that an aggregate volatility forecast built up from individual forecasts should be the 

sum of individual expected volatilities and the dispersion in mean return forecasts. We use 

data coming from a repeated survey to capture volatility expectations and mean returns of 

investors, and to produce aggregate volatility forecasts. Our survey-based volatility fore- 

casts are consistent and quantitatively similar with forecasts based on GARCH and implied 

volatility models. This result is robust to both in-sample and out-of-sample comparisons 

and in response to news. 
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1. Introduction 

Research in volatility forecasting has flourished over the previous decades. Using historical price information, methods 

based on generalized autoregressive conditional heteroskedasticity (GARCH), stochastic volatility (SV), and realized volatility, 

capture salient features of financial time series to provide backward-looking volatility forecasts (e.g. Andersen and Bollerslev, 

1998; Andersen et al., 2006 ). The option-implied volatility method is a popular alternative using market expectations as 

implied from option prices to produce a forward-looking volatility estimate (e.g. Poon and Granger, 2003; Poon and Granger, 

2005 ). In contrast, survey methods are not commonplace, although they could be potentially important ( Pesaran and Weale,

20 06; Ang et al., 20 07 ). In fact, Faust and Wright (2013) show that survey-based forecasts often outperform model-based

approaches in macro-economics. 

In this paper, we focus on investor expectations of returns volatility extracted from investor survey data. We analyze 

these survey-based volatility expectations and compare them with model-based expected volatilities computed from stock 

index data as well as option pricing data. In addition, we explore the ability of these survey-based measures of volatility

expectations to forecast actual future volatilities compared to the predictive ability of the model-based expected volatili- 

ties measures. Our evidence suggests that investor survey forecasts can be used to reflect aggregated beliefs about future 
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returns volatilities concurrent with expected volatilities models. This contributes to an earlier literature that focused on sur- 

vey measures of investor expectations of future returns (e.g., Greenwood and Shleifer, 2014; Barberis et al., 2015 ). In addition,

we provide empirical evidence in support of dispersion in return expectations being a part of risk (volatility, or standard 

deviation) instead of expressing uncertainty. Hence, prior evidence of the average volatility forecast systematically under- 

estimating market volatility can therefore be reconciled with rational expectations models rather than with the behavioral 

alternative of overconfidence. 

This paper uses survey data on beliefs of active and affluent retail investors about future stock market returns to con-

struct a market volatility forecast. The data come from a survey we repeated frequently on a regular and consistent basis.

It was explicitly designed to capture volatility expectations and mean returns of investors, and used to extract an aggregate 

volatility forecast. The primary goal of our empirical investigation is to compare the volatility forecasts based on survey 

expectations with forecasts derived from existing methods. As such, we test whether our proposed method is a viable alter- 

native to the existing models. 

Drawing out an aggregate volatility forecast from survey expectations requires information on individual expected volatil- 

ities. We use investors’ assessments of the maximum and minimum bounds around their point forecast to fit a triangular- 

distribution and obtain volatility estimates ( Engelberg et al., 2009 ). Upper and lower bounds that indicate the likely range

of outcomes are widely used to measure, for example, 80% or 90% confidence intervals and capture beliefs precision (e.g. 

DeBondt, 1998; Deaves et al., 2010; Ben-David et al., 2013; Jain et al., 2013 ). The proportion of actual realizations outside

the confidence interval, tends to be much higher than, for example, 20% or 10%. This is an indication of overconfidence,

which seems pertinent as an empirical finding in finance and psychology studies ( Barberis and Thaler, 2003; Daniel et al.,

1998; Alpert and Raiffa, 1982 ). Volatility forecasts that are recovered from confidence intervals consistently show too precise 

beliefs (e.g. Graham and Harvey, 2005; Glaser and Weber, 2005; Glaser and Weber, 2007 ). This implies that whereas at the

individual level the volatility of returns is persistently underestimated, based on market information time-series and option- 

implied methods generally produce accurate forecasts. To take a step in explaining this issue, we analyze overconfidence, or 

rather beliefs precision, in relation to market volatility and do so jointly with disagreement in beliefs. 

Heterogeneity in beliefs is a prevailing feature in the marketplace. Disagreement could be driven by differences in opinion 

that are not data-based but arise due to investors interpreting the same information differently (e.g. Varian, 1989; Harris and

Raviv, 1993 ). Another possible source is asymmetric information (e.g. Shalen, 1993 ). The empirical literature on the nature

of the relationship between beliefs disagreement and asset prices and returns is extensive. Methods of assessing the level of 

disagreement include analysis based on active holdings or trades of investors (e.g. Goetzmann and Massa, 2005; Garfinkel, 

2009; Jiang and Sun, 2014 ), analysis of analysts earnings forecasts (e.g. Diether et al., 2002; Johnson, 1957–1978; Boehme

et al., 2006; Anderson et al., 2005; Anderson et al., 2009 , and direct use of active investor forecasts (e.g. Beber et al., 2010;

Carlin et al., 2014 ). Our paper fits in the last category. This allows us to avoid possible confounding effects of other factors

on investor actions as well as possible biases in analyst-based data ( Daniel et al., 2002 ). The setting of stock market returns

minimizes information asymmetry. While it is generally accepted that heterogeneous beliefs and asymmetric information 

are important in financial markets (e.g. He and Wang, 1995; Wang, 1998; Bachetta and Wincoop, 2006 ), our paper is among

the few that investigate individual beliefs and their role in a context where private information is limited or absent (e.g.

Patton and Timmermann, 2010; Beber et al., 2010 ). 

Most existing work finds that beliefs disagreement matters for return volatility, but the literature is inconclusive about 

the interpretation. For example, Johnson (1957–1978 ) argues that dispersion is a proxy for unpriced idiosyncratic parameter 

risk, whereas Anderson et al. (2005) establish empirically that a higher dispersion implies both higher expected returns and 

volatility beyond the effect of traditional risk factors. However, Anderson et al. (2009) make an explicit link to uncertainty,

which puts them in a different position. Assuming that risk refers to possible deviations from the mean return, they take

the practical view that the true mean is unknown and that uncertainty can be quantified as the dispersion in predictions of

market returns. Risk is empirically identified as the conditional volatility of the market. In their framework for asset pricing, 

they find that uncertainty matters in addition to risk. Ter Ellen et al. (2019) study to what extent disagreement captures

uncertainty, and conclude that it is a better proxy for heterogeneity rather than uncertainty. To contribute to this debate, 

we analyze beliefs dispersion in relation to market volatility and do so jointly with beliefs precision. 

The key finding of our paper is a survey-based forecast of market volatility, which conveys investor beliefs directly and 

has good empirical performance. More specifically, the forecast for the market is constructed exclusively from data on indi- 

vidual beliefs relating to volatility expectations and mean return of the Dutch AEX index. These data come from 79 bi-weekly

repeated surveys of a pool of active retail investors between December 2009 and March 2013. 

However, investors’ volatility expectations cannot be directly aggregated because each individual volatility, or rather belief 

precision, is attached to a different distribution. To create an individual volatility forecast that is meaningful in an aggregated 

context, we reduce each volatility to the same scale. We do this per individual by adding in his belief dispersion (i.e., the

distance between his point forecast and the mean forecast). With it, we bridge the gap between the individual and the

aggregated mean return forecast and provide a theoretical reason for disagreement to be an integral part of risk. We then

use the finite mixture distribution which, in line with the point forecast pooling literature ( Wallis, 2005; French, 1985;

French, 2011 ), aggregates individual investors beliefs precision and dispersion. That is, to produce a well-calibrated volatility 

forecast at each survey date, we do not simply take the average belief precision only but add in the dispersion of individual

means. Whereas this approach is not new, we are, to the best of our knowledge, the first to apply it in an equity market

setting, and also the first to measure the individual components directly. 
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Comparing our survey-based forecasts of market volatility in-sample to expected volatilities based on GARCH, stochastic 

volatility, realized volatility, and implied volatility, we find some striking results. The survey-based volatility forecasts are 

statistically equivalent to the GARCH model forecasts as well as those based on implied volatility. Both the average belief 

precision and, to a lesser extent, dispersion account for a certain share of future volatility. With it, we provide an empirical

reason for disagreement to be a constituent of risk. Neglecting the dispersion of individual means would therefore lead to 

the underestimation of the volatility forecast and, correspondingly, to the unjustified interpretation of overconfident return 

expectations. When examining the two components separately, we find that the results are mainly driven by precision rather 

than dispersion. 1 This suggests that the dispersion alone cannot be regarded as a good proxy for predictive variance (see, 

e.g., Krüger and Nolte, 2016 ). 

We proceed by focusing on the ability of the survey-based measure to forecast actual return volatility. Assessing its 

predictive ability in comparison with the out-of-sample forecasting performance of the set of existing volatility models, 

we find that the performance of the survey-based forecasts is statistically equivalent to the GARCH and implied volatility 

forecasts. 

Furthermore, we show that the survey-based volatility response to news at the market level is approximately the same 

in strength and direction as the reactions of the GARCH and implied volatilities. Our findings are largely consistent with the

leverage effect (e.g., Nelson, 1991; Bollerslev et al., 2006 ), though its impact is less important in the last part of the sample

period. It cannot be excluded that there may be other factors driving the results (e.g., Bekaert and Wu, 20 0 0; Hibbert et al.,

2008 ), but the estimation of alternative causes and effects is beyond the scope of our paper. Instead, the evidence being

consistent across all volatility forecasts allows us to confirm the robustness of the survey-based results and to solidify the 

use of volatility expectations next to or in place of model-based expected volatilities. 

An important insight from our analysis is that individual level data can be aggregated to the market level, without 

additional information or indirect measurements being required. Our study relates to a stream of research that examines 

inflation and GDP growth forecasts (e.g. Zarnowitz and Lambros, 1987; Giordani and Soderlind, 2003; Boero et al., 2008; Rich 

and Tracy, 2010; Krüger and Nolte, 2016 ). In this, however, the use of aggregate volatility forecasts is ignored or discarded

on information-based arguments and the results are mixed. 

Our study implies that beliefs precision as well as beliefs dispersion may be considered components of the volatility 

forecast for the stock market. Dispersion in beliefs regarding the mean return then causes beliefs precision to be smaller 

than market volatility. This explains why smaller individual variances, in the presence of dispersed mean returns, should 

not be taken as indicating overconfidence (see Huisman et al., 2012 ). Correspondingly, Knüppel et al. (2019) show that in

the case individual variances are unbiased (i.e., there is no overconfidence), the dispersion term leads to bias in the aggregate

volatility forecast. 

Next, our result on the nature of the relationship between beliefs dispersion and volatility forecasts strengthens the basis 

for its use in research on risk (see Anderson et al., 2005; Anderson et al., 2009 ). Note that characterizing beliefs dispersion

as a component of volatility puts it on a level with volatility forecasts. This is consistent with the test results of Frankel and

Froot (1990) , who study forecasts of future exchange rates. They find that dispersion Granger-causes volatility and vice versa. 

The remainder of the paper is organized as follows. In Section 2 we present the method that combines investor beliefs

precision and disagreement in an aggregate forecast for market volatility. Section 3 introduces the data that we collect and

describes the methodology that we use to produce volatility forecasts based on survey expectations, GARCH and option- 

implied models. Section 4 discusses our empirical results on forecast comparison and predictive ability. Section 5 concludes. 

2. An aggregate volatility forecast 

In this section, we develop a theoretical measure for an aggregate (market-wide) volatility forecast built up from in- 

dividual beliefs. Specifically, we show that aggregate volatility expectation is the mean of individual’s expected volatility 

(precision, or PREC) plus the dispersion in their mean expectations (DISP). This approach is not new; in fact, it is essen-

tially a definition ( Zarnowitz and Lambros, 1987 ). The main purpose of this framework is to explain how the PREC-DISP

distinction can be interpreted within the equity market context, as the existing literature tends to focus on macro-economic 

variables like inflation expectations. Subsequently, it motivates how the survey data nicely fits this approach. Whereas the 

distinction between PREC and DISP has indeed been described in the literature before, the unique feature in our approach 

is that we build up the relationship from the individual to the aggregate (as we need for our data) rather than top-down. 

Assume that n investors frame their beliefs about the stock market return r at some future time as a random variable

with probability density functions f i (r) , i = 1 , . . . , n . For notational convenience, time subscripts are suppressed. We denote

the corresponding expected returns as r̄ i , i = 1 , . . . , n , and the average over investors as r̄ , such that: 

r i = 

∫ ∞ 

−∞ 

r f i (r ) d r, (1) 
1 In fact, the two components are highly correlated, making it challenging to disentangle their respective added values. The contribution of dispersion, 

however, appears to be time-varying. This is consistent with the findings of Deaves et al. (2010) and Glaser and Weber (2005) , who show time variation in 

overconfidence. 
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and 

r̄ = 

1 

n 

n ∑ 

i =1 

r̄ i . (2) 

Now define investor i ’s belief precision as the expected squared deviation of possible returns r from his expected return 

r̄ i : 

prec i = 

∫ ∞ 

−∞ 

(r − r̄ i ) 
2 f i (r) d r, (3) 

and his belief dispersion as the expected squared deviation of his expected return r̄ i from the mean r̄ : 

disp i = ( ̄r i − r̄ ) 2 . (4) 

We can interpret prec i as a measure of investor i ’s (lack of) confidence in his return forecast r̄ i by itself and disp i as that

in r̄ i being the mean r̄ . A straightforward way to measure the extent to which investor i can(not) rely on his belief about

market return to forecast the mean then is an additional sum: prec i + disp i . This supposedly captures how (little) certain he

believes his forecast r̄ i is. Taking Eqs. (3) and (4) together, the sum can be written in the form: 

prec i + disp i = 

∫ ∞ 

−∞ 

(r − r̄ i ) 
2 f i (r) d r + ( ̄r i − r̄ ) 2 . (5) 

A method to combine investors’ beliefs is by taking the finite mixture: 

f A (r) = 

1 

n 

n ∑ 

i =1 

f i (r) , (6) 

where f A (r) denotes the aggregate density. That is, f A (r) is defined as an equally weighted arithmetic average of the indi-

vidual densities. Then the mean of f A (r) is r . To derive the volatility of f A (r) , we define P REC and DISP as the average belief

precision and dispersion: 

P REC = 

1 

n 

n ∑ 

i =1 

prec i , (7) 

and 

DISP = 

1 

n 

n ∑ 

i =1 

disp i . (8) 

From Eq. (5) it can easily be seen that the additional sum of these composite measures is equal to the variance of the

aggregate density f A (r) : 

P REC + DISP = 

1 

n 

n ∑ 

i =1 

∫ ∞ 

−∞ 

(r − r̄ ) 2 f i (r) d r. (9) 

Denoting the aggregate variance, the term on the right-hand side of Eq. (9) , as AVAR , we can write 

AVAR = P REC + DISP. (10) 

In capturing how (little) certain the collectivity of investors are about forecasting market return, AVAR is a natural metric 

for volatility forecast in the market. In the extreme case of entire agreement on the expected return, beliefs about the shape

of the densities can be aggregated in a meaningful way by averaging the individual volatilities since these are attached to

the same mean. In practice, however, investors disagree on the location of these densities. That is, the expected returns 

are spread around the mean, i.e. DISP � = 0 . As a consequence, the individual volatilities are attached to different expected

returns, such that simply averaging is no longer sufficient. Adding in the individual levels of dispersion resolves the problem. 

Several features of our approach are worth mentioning. First, combining forecasts by taking averages across individuals 

does not require the introduction of a conditioning variable. In this respect our approach differs from that of Giordani and

Soderlind (2003) where information sets are aggregated. Their model assumption of individual forecasters facing different 

information sets involves the problem of how to interpret the aggregate distribution. Instead, we allow investors to have dif- 

ferent probabilities when faced with the same information. Morris (1995) argues in favour of this personalistic or subjectivist 

Bayesian view of probabilities (see also Savage, 1954 ) in research on financial markets. According to Wallis (2005) the aggre-

gate density forecast is a combined forecast in the tradition of the point forecasting pooling literature. Granger (1989) states

that ”aggregating forecasts is not the same as aggregating information sets”. These considerations motivate us to use the finite 

mixture distribution defined by Eq. (6) for aggregating investor beliefs about the density’s shape and location. 

A second feature of our approach is the use of equal weights in combining density forecasts. In the absence of infor-

mation differences across investors, there is no knowledge as to which investor will produce a more accurate forecast. The 

appropriate method then is to treat each investor equal, give each forecast the same weight, and average out random er-

rors. Empirical evidence on the accuracy of a simple average as an aggregation method is provided by several studies (e.g.
382 
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Figlewski and Ulrich, 1983; Clemen and Winkler, 1986; Stock and Watson, 2004; Smith and Wallis, 2009; Kenny et al., 2014 ).

In our paper on aggregating expectations with regard to a stock market index, there is no reason to depart from this practice

of equally weighted averaging. 

A third feature of our approach is that we focus on individual investors and aggregate from there. That is, we use

prec i and disp i to arrive at a result for the aggregate, AVAR , being the average of prec i + disp i ( i = 1 , . . . , n ), as expressed

by Eq. (10) . Other studies start with the aggregate distribution and use Eq. (10) to decompose its variance, AVAR , into the

average of the individual variances, P REC, and the variance of the individual expected returns, DISP . They leave the matter

there, not wondering whether it is possible to make a split-up into portions at the individual level and why this is of the

importance. Quite differently, we explicate the position of individual expectations, r i and prec i , relative to aggregate expec- 

tations, r and AVAR , by showing that on an individual basis prec i attached to r i is meaningful in an aggregated context only

if disp i is added since it bridges the gap between r i and r . AVAR then captures how (little) certain investors are, on average,

about forecasting a return in itself and about this return being the mean. By demonstrating that our method of aggregation

is consistent with the rescaling of volatilities and the decomposition at the individual level, we provide a theoretical reason 

for dispersion to be a component part of market volatility. 

The result of our framework on the complementary roles played by individual volatilities and dispersion in forecast- 

ing market volatility has some important implications. First, it offers a potential explanation for the empirical finding that 

estimates at an individual level tend to be smaller than at the market level. Eq. (10) demonstrates that P REC < AVAR when-

ever DISP � = 0 . This means that the empirical outcome arises out of beliefs dispersion and is not necessarily fully due to

overconfidence. 

Second, our result is important for empirical research that links volatility forecasts, e.g., based on market information 

time-series or option-implied methods, to beliefs precision and dispersion based on survey expectations. Most likely, the 

market’s expected volatility, beliefs precision and dispersion are endogenously determined. Eq. (10) does not imply causality 

but suggests that P REC and DISP , as additional components, come through as communicating vessels. This is consistent with 

an observation made by Glaser and Weber (2005) , who find that individual volatility forecasts after September 11, are up to

about the subsequently realized volatility while differences of opinion are minimized, in contrast with before September 11. 

Third, our result establishes that the relationship between the market’s expected variance, beliefs precision, and disper- 

sion is contemporaneous in nature. This strengthens the basis for using dispersion in research on risk. This is consistent 

with Frankel and Froot (1990) ’s empirical results on forecasts of future exchange rates, who find that Granger-causality runs 

from dispersion to volatility and vice versa. 

3. Data and methodology 

This section first provides an overview of the survey data. We next consider the approach to derive measures of indi-

vidual expected returns and variances that are used to calculate AVAR , P REC and DISP . We then discuss the methodology

applied to compare the survey-based measures with model-based expected volatilities. 

3.1. Data 

To construct the survey-based measures that are central to our empirical analysis, we use data on investor expectations 

and adopt the setup of Huisman et al. (2012) . 2 We ran a repeated survey among retail clients of a large Dutch commercial

bank. The group of clients we analyze are serviced by a department on the trading floor of the bank and belong to the

group of mass affluent clients, with amounts of invested wealth between 10 0,0 0 0 and 1,0 0 0,0 0 0 EUR, who trade at least

once per month on financial markets and decide on their portfolio themselves (possibly based on advice provided by the 

bank). Anecdotal evidence suggests that the investors are especially active in trading options, suggesting that they have a 

certain degree of knowledge on derivatives and have incentives to focus on market volatility. 

Our empirical investigation is based on the AEX Index which is the leading stock market index in the Netherlands, 

consisting of 25 large cap stocks. It is widely used by practitioners as a benchmark. It is easy to invest in and essentially

free from trading frictions. Information asymmetry is absent or only little and all data are readily available. 

Every other week on Friday afternoon after market close an e-mail was sent to the pool of investors containing the most

recent closing price of the AEX Index and five questions. The first three questions are (translated from Dutch): 3 

”Today, the AEX Index closed at XXX, 

• on what level will the AEX Index end on dd-mm-yyyy? 

• on what level will the AEX Index end maximally on dd-mm-yyyy? 

• on what level will the AEX Index end minimally on dd-mm-yyyy?”
2 The Huisman et al. (2012) paper is based on data from 21 repeated surveys. This paper utilizes the same surveys plus another 58 repeated surveys. 
3 The original text in Dutch is: Vandaag is de AEX Index gesloten op XXX. - Op welk niveau denkt u dat de AEX Index zal sluiten op dd/mm/yyyy? - 

Op welk niveau denkt u dat de AEX Index minimaal zal sluiten op dd/mm/yyyy? - Op welk niveau denkt u dat de AEX Index maximaal zal sluiten op 

dd/mm/yyyy? 
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Table 1 

Descriptive statistics. 

P n E(P) E(H) E(L ) 

average 329.43 87.06 331.29 338.79 319.51 

median 333.11 81.00 334.56 340.44 322.33 

min 276.10 47.00 279.51 290.42 262.44 

max 369.65 192.00 370.81 376.34 360.27 

st.dev. 22.50 26.84 22.72 21.10 24.53 

Notes: This table presents the descriptive statistics of the survey 

data. P represents the actual index level; n the number of respon- 

dents; E(P) the expected index level in two weeks; E(H) the ex- 

pected maximum index level; and E(L ) the expected minimum 

index level. 

Fig. 1. Index levels and expectations. Notes: The figure presents the spot price (line) and average expectation per survey date (bars). 

 

 

 

 

 

 

 

 

 

 

 

 

with XXX replaced by the exact closing price of the AEX Index and with dd-mm-yyyy being a specific date of the Friday

two weeks after the survey, or a Thursday in case the specific Friday is a holiday. 4 

We obtained data from 79 repeated surveys. Table 1 presents information and summary statistics of these surveys. The 

first survey was sent out on 18 December 2009. The first closing price of the AEX Index that we communicated to the

respondents, was 324.63. A total of 180 participants responded to the first survey. We repeated sending the surveys bi- 

weekly until 22 March 2013. In total, we have 79 surveys. A few weeks / surveys are missing due to random technical

reasons 5 . On average, n = 87.06 investors responded; the standard deviation of the number of respondents over the surveys

was 26.84. The minimum number of respondents was 47 (survey 77 on 22 February 2013). The maximum was 192 (survey

2 on 31 December 2009). For reasons of privacy we only have anonymous observations and, as a consequence, we therefore

cannot track the responses of an individual investor over time. The third column of Table 1 shows that the respondents

expected the level of the AEX Index after two weeks to be E(P ) = 331.29 on average. The fourth and fifth columns show

for the maximum (highest) and minimum (lowest) level that the AEX Index might obtain after two weeks average values of

E(H) = 338.79 and E(L ) = 319.51, respectively. 

Fig. 1 plots the price of the AEX Index and the average price expectations per survey over time. Consider the last survey

on the right (sent out on 22 March 2013). On that day, the AEX Index closed at 350.74. On average, the respondents expected

the AEX Index to close at 352.45 after two weeks. The time series of the average expected price per survey appears to be
4 The fourth question asks for individuals’ expectations of the average expectation. The fifth question varies over the surveys and is chosen by the bank. 

Examples are questions about the oil price, or the level of the index at the end of the year. 
5 The missing surveys are from 30 July 2010, 5 November 2010, 23 September 2011, 16 December 2011, 27 July 2012, 21 September 2012 and 14 December 

2012. 
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Fig. 2. Level, minimum, and maximum expectation. Notes: The figure presents the average expectation and the minimum-maximum range per survey date. 

 

 

 

 

 

 

 

 

 

 

 

rather close to the price series of the AEX Index. The closing of the AEX Index on the survey date was communicated at the

beginning of our set of survey questions to minimize information asymmetry, and the respondents apparently expect that 

the level of the AEX Index will not change that much in two weeks. 

Fig. 2 shows the time-series plots of the expected, the maximum and the minimum level after two weeks for the AEX

Index on average per survey. For instance, the last survey on the right (sent out on 22 March 2013) shows that, on average,

the respondents expected after two weeks a price of 352.45, a maximum price of 357.63 and a minimum price of 344.08. 

3.2. Methodology 

Our baseline approach is to calculate the survey-based measures of volatility expectations and compare these with 

model-based expected volatilities in-sample, out-of-sample, and in relation to news. 

For each survey, we obtain the aggregate variance of return expectations AVAR by summing P REC and DISP as in Eq. (10) .

To calculate the average belief precision P REC of Eq. (7) , we measure the individually expected volatility by fitting a trian-

gular distribution to the minimum, maximum, and expected values as in Engelberg et al. (2009) and Christelis et al. (2020) .

Specifically, 

σ 2 
i = 

E (r h ) 
2 + E (r l ) 

2 + E (r) 2 − E (r h ) E (r) − E (r h ) E (r l ) − E (r) E (r l ) 

18 

, (11) 

in which E (r) , E (r h ) , and E (r l ) are the expected return, maximum expected return, and minimum expected return of indi-

vidual i based on the survey data ( Kotz and van Dorp, 2004 ). 

We then calculate P REC as the average of the individual volatility estimates 1 
n 

∑ n 
i =1 σ

2 
i 

, where n is the number of survey

respondents. Using only three observations ( H i , L i , and E(P ) ), the measure is very sensitive to outliers. Poon (2005) suggests

to apply trimming procedures in order to reduce the impact of destabilising large values on the volatility estimates. We 

observe that survey respondents sometimes provided huge differences between minimum and maximum expected prices. 

As such expectations most likely yield too extreme volatility estimates, we follow Poon (2005) and chose to winsorize the

raw survey data at a 10% level. 6 

The individual expected returns are measured by taking the price forecast of each survey participant about the AEX Index 

after two weeks relative to the price on the survey date. We use these return forecasts per survey to construct the variance

of individual expected returns which defines the average beliefs dispersion DISP of Eq. (8) . 

The survey-based volatility forecasts are compared in-sample with different model-based volatility forecasts by estimat- 

ing univariate regressions of these expected volatilities on AVAR and bivariate regressions on P REC and DISP . The regression 

results are used to test whether the beliefs of investors about future volatility reflect expected volatilities. To generate ex- 
6 The results are robust to the exact choice of percentage; results available on request. 
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pected volatilities, we consider four standard measures based on (1) squared two-weekly returns, (2) the GARCH(1,1) model 

of Bollerslev (1986) , (3) the SV model of Harvey et al. (1994) , and (4) implied volatilities. 

For the first future volatility estimate, we use the squared returns calculated from the closing prices of the AEX Index

between two survey dates. To generate one-step ahead forecasts based on the second and third methods, we estimate the 

GARCH(1,1) and SV model on 10-day returns calculated from the closing prices of the AEX Index using an expanding window.

That is, we estimate the model from 14 January 20 0 0 through 4 December 2009, create a two-week volatility forecast for

the first survey date (18 December 2009), re-estimate the model including one additional observation to obtain a forecast for 

the succeeding survey date and we continue to do so until the last survey date. For the fourth future volatility estimate, we

use the volatility index VAEX, which reflects the implied volatility of the AEX Index and is reported to be forward looking.

The VAEX can be regarded as the most common estimator of future volatility for investors as it is timely available and

freely published on several websites. 7 The VAEX is constructed similarly as the VIX index for the S&P500 and represents

the expected volatility for the coming month. Since we are asking survey participants for two-week returns, we implicitly 

assume a flat term structure of implied volatilities from two to four weeks. 

The survey-based measures are compared out-of-sample with the four model-based expected volatilities by inspecting 

how well they predict actual volatility. The results are used to assess their predictive abilities. To produce the forecast errors,

we rely on realized volatility ( RV ) as the proxy for actual volatility to be forecasted, which is in line with the literature (e.g.,

Andersen et al., 2001; Andersen et al., 2010 ). More specifically, RV is computed as the sum of 10 squared historical daily

returns between two survey dates. The mean squared error criterion is applied to evaluate the forecast performance (e.g., 

Koopman et al., 2005 ). Furthermore, we calculate the significance of the difference in forecasting ability between our survey- 

based AVAR measure and the other models using the Diebold-Mariano statistic; see Diebold and Mariano, 1995 . 

Finally, we compare the survey-based and model-based volatility forecasts in their response to news at the market level. 

The results are used to examine whether changes in beliefs of investors about volatility induced by news are consistent with

the reactions of model-based expected volatilities. To capture the impact of new information and estimate the responsive- 

ness of the different forecasts, we use univariate regressions of the volatility expectations and the four expected volatilities 

on prior market return as measured by the percentage price change of the AEX Index over the two weeks before the survey

was sent. 

4. Empirical results 

4.1. In-sample comparison 

This paper uses results for the three survey-based measures: AVAR , P REC and DISP , the four expected volatility measures:

GARCH based on the GARCH(1,1) model, VAEX based on implied volatilities, SV based on the stochastic volatility model, and 

RR based on squared returns, and the one measure chosen as a proxy to stand in for actual volatility and not used here

for forecasting, namely the realized volatility RV . Table 2 contains summary statistics of these measures. Mean, standard 

deviation and extreme values are shown for the first surveys 1–40 in Panel A, the last surveys 41–79 in Panel B, and all the

surveys 1–79 in Panel C. 

We see that the mean value 0.197 of AVAR (with a standard deviation of 0.134) for all the surveys is rather close to the

corresponding values 0.161 of GARCH (with a standard deviation of 0.114) and 0.196 of VAEX (with a standard deviation 

of 0.143). The mean and standard deviation of AVAR and both GARCH and VAEX are higher in the period covered by the

last surveys 41–79 than in the period covered by the first surveys 1–40. When considering the mean, standard deviation 

and extreme values of AVAR in comparison with SV and RR , the results show relatively large differences. This suggests that

GARCH and VAEX are more appropriate, here, for the forecasting of volatility than SV and RR are. 

Fig. 3 plots the series of AVAR (dots) alongside the series of GARCH (solid line) on the left and the series of VAEX (solid

line) on the right, in the top graphs for the first surveys 1–40, the middle graphs for the last surveys 41–79, and the bottom

graphs for all the surveys 1–79. As shown, the volatility expectations measured by AVAR track the expected volatilities 

measured by GARCH and V AEX closely. Although it is not a formal test, it is seen that the path of the AV AR series comes

nearest to that of VAEX . 8 This evidence is consistent with the view that AVAR tracks better with VAEX because AVAR and

AEX are both forward looking. 

We also compare the volatility expectations with the four model-based expected volatilities by using regression analysis. 

In the spirit of Mincer and Zarnowitz (1969) , we project the different model-based volatility forecasts on a constant and the

survey-based forecasts. Table 3 reports the OLS estimates obtained from the in-sample regressions of y on a constant and 

AVAR , where y denotes GARCH, VAEX , SV , or RR on the date when survey s = 1 , . . . , 79 was sent and ε is the error term: 

y s = c + aAVAR s + εs . (12) 
7 See https://indices.nyx.com/en/products/indices/QS0011052147-XAMS for more information. We obtained historical VAEX close observations from the 

website www.iex.nl. 
8 The bottom graph at the right of Fig. 3 illustrates that AVAR and VAEX even peak at the same time, though there are some differences in magnitude. 

For that matter, the highest VAEX observations (surveys 11 and 12 in May 2010) are around 0.006. This is equivalent to an annualized volatility estimate of 

39% (annualized standard deviation is equal to 
√ 

26 × 0 . 006 = 0.39, since 26 two-week periods make up a year and the variance forecast of 0.006 concerns 

a two-week period), whereas the annualized volatility forecast of AVAR then is 33%. 

386 

https://indices.nyx.com/en/products/indices/QS0011052147-XAMS


R. Huisman, N.L. Van der Sar and R.C.J. Zwinkels Journal of Economic Behavior and Organization 188 (2021) 379–393 

Table 2 

Summary statistics volatility. 

AVAR PREC DISP GARCH VAEX RV SV RR 

Panel A Surveys 1–40 

mean 0.159 0.124 0.035 0.151 0.185 0.123 0.120 0.121 

st.dev. 0.082 0.062 0.023 0.113 0.123 0.140 0.036 0.272 

min. 0.053 0.047 0.006 0.060 0.062 0.016 0.056 0.000 

max. 0.480 0.386 0.094 0.541 0.654 0.849 0.186 1.523 

Panel B Surveys 41–79 

mean 0.236 0.178 0.058 0.171 0.208 0.170 0.121 0.132 

st.dev. 0.164 0.122 0.047 0.115 0.162 0.163 0.026 0.237 

min. 0.068 0.048 0.009 0.060 0.049 0.006 0.066 0.000 

max. 0.573 0.478 0.175 0.521 0.656 0.651 0.183 1.448 

Panel C Surveys 1–79 

mean 0.197 0.151 0.046 0.161 0.196 0.147 0.121 0.126 

st.dev. 0.134 0.100 0.038 0.114 0.143 0.153 0.031 0.253 

min. 0.053 0.047 0.006 0.060 0.049 0.006 0.056 0.000 

max. 0.573 0.478 0.175 0.541 0.656 0.849 0.186 1.523 

Notes: This table presents the summary statistics of the volatility measures. AVAR repre- 

sents our aggregate variance measure as given by Eq. (10) ; PREC represents the average 

belief precision as given by Eq. (7) ; DISP represents the average belief dispersion as given 

by Eq. (8) ; GARCH represents the generalized autoregressive conditional heteroskedastic- 

ity volatility estimate; VAEX represents the implied volatility index; RV represents the 

realized volatility; SV is the stochastic volatility estimate; and RR is the squared return. 

Fig. 3. Volatility measures. Notes: The figure presents the volatility measures per survey date. AVAR is represented by the dots, while VAEX and GARCH are 

given by the lines. 
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Table 3 

Estimation results. 

GARCH VAEX SV RR 

Panel A Surveys 1–40 Surveys 1–40 Surveys 1–40 Surveys 1–40 

c −0.382 ∗∗∗ 0.422 ∗∗∗ 0.111 0.349 ∗∗∗ 0.247 0.283 0.281 0.190 0.801 ∗∗∗ 0.777 ∗∗∗ 0.935 ∗∗∗ 0.773 ∗∗∗ -2.340 ∗∗ -2.720 ∗∗∗ -0.788 -2.986 ∗∗∗

(0.138) (0.125) (0.171) (0.132) (0.199) (0.198) (0.269) (0.160) (0.168) (0.179) (0.128) (0.185) (0.935) (0.943) (0.652) (0.938) 

AVAR 1.191 ∗∗∗ 1.323 ∗∗∗ 0.250 ∗∗∗ 2.239 ∗∗∗

(0.120) (0.138) (0.094) (0.624) 

PREC 1.556 ∗∗∗ 1.048 ∗∗∗ 1.721 ∗∗∗ 1.076 ∗∗∗ 0.339 ∗∗∗ 0.371 ∗ 3.171 ∗∗∗ 5.016 ∗∗∗

(0.164) (0.291) (0.185) (0.302) (0.132) (0.198) (0.775) (1.822) 

DISP 4.036 ∗∗∗ 1.606 4.536 ∗∗∗ 2.041 ∗ 0.759 ∗∗∗ -0.101 5.782 ∗∗ -5.844 

(0.548) (0.999) (0.906) (1.261) (0.244) (0.474) (2.311) (4.345) 

R 2 0.734 0.707 0.647 0.729 0.765 0.731 0.691 0.764 0.313 0.326 0.214 0.309 0.452 0.517 0.220 0.573 

P Wald 0.090 0.760 0.000 0.746 0.013 0.000 0.285 0.002 0.000 0.000 0.000 0.446 

Panel B Surveys 41–79 Surveys 41–79 Surveys 41–79 Surveys 41–79 

c 0.322 0.290 0.689 ∗∗∗ 0.290 -0.063 -0.085 0.439 ∗∗∗ -0.088 1.129 ∗∗∗ 1.128 ∗∗∗ 1.148 ∗∗∗ 1.128 ∗∗∗ -0.364 -0.448 0.180 -0.442 

(0.218) (0.227) (0.170) (0.229) (0.205) (0.248) (0.166) (0.244) (0.090) (0.091) (0.083) (0.092) (0.607) (0.698) (0.256) (0.687) 

AVAR 0.586 ∗∗∗ 0.908 ∗∗∗ 0.036 0.712 ∗∗

(0.127) (0.129) (0.032) (0.350) 

PREC 0.797 ∗∗∗ 0.822 ∗∗∗ 1.217 ∗∗∗ 1.085 ∗∗∗ 0.048 0.040 0.992 ∗ 1.281 

(0.161) (0.259) (0.195) (0.424) (0.045) (0.086) (0.511) (1.075) 

DISP 1.748 ∗∗∗ 0.076 2.816 ∗∗∗ 0.409 0.1145 0.0260 1.9513 ∗∗ -0.8929 

(0.551) (0.654) (0.411) (0.732) (0.090) (0.165) (0.825) (1.784) 

R 2 0.694 0.716 0.494 0.708 0.839 0.842 0.652 0.841 0.024 0.023 0.014 -0.003 0.216 0.236 0.121 0.224 

P Wald 0.254 0.145 0.000 0.056 0.371 0.000 0.000 0.000 0.000 0.055 0.302 0.083 

Panel C All 79 surveys All 79 surveys All 79 surveys All 79 surveys 

c 0.285 ∗ 0.236 0.652 ∗∗∗ 0.239 0.127 0.075 0.604 ∗∗∗ 0.093 1.059 ∗∗∗ 1.052 ∗∗∗ 1.102 ∗∗∗ 1.051 ∗∗∗ -0.600 -0.765 0.117 -0.840 

(0.170) (0.179) (0.164) (0.187) (0.179) (0.205) (0.155) (0.217) (0.090) (0.093) (0.080) (0.095) (0.531) (0.614) (0.256) (0.673) 

AVAR 0.671 ∗∗∗ 0.933 ∗∗∗ 0.075 ∗∗ 0.947 ∗∗∗

(0.114) (0.120) (0.035) (0.362) 

PREC 0.910 ∗∗∗ 0.881 ∗∗∗ 1.254 ∗∗∗ 1.092 ∗∗∗ 0.102 ∗∗ 0.110 1.348 ∗∗∗ 2.046 

(0.145) (0.268) (0.173) (0.336) (0.049) (0.089) (0.525) (1.124) 

DISP 2.062 ∗∗∗ 0.086 2.940 ∗∗∗ 0.492 0.223 ∗∗ -0.024 2.478 ∗∗∗ -2.110 

(0.520) (0.698) (0.453) (0.627) (0.104) (0.173) (0.917) (1.900) 

R 2 0.622 0.632 0.476 0.627 0.759 0.759 0.612 0.760 0.091 0.094 0.062 0.083 0.242 0.272 0.129 0.290 

P Wald 0.873 0.199 0.000 0.565 0.008 0.000 0.000 0.000 0.000 0.003 0.074 0.000 

Notes: This table presents the estimation results of Equations (12) - (15). Newey-West standard errors are in parentheses. R 2 indicates adjusted R 2 . P Wald represents the P-value for the joint hypotheses 

c = 0 , a/p/d = 1 . 
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Results are presented for the first surveys 1–40 in Panel A, the last surveys 41–79 in Panel B, and all the surveys 1–79 in

Panel C. We find that in all six cases with GARCH and VAEX , the Wald test fails to reject the joint hypothesis that c = 0 and

a = 1 at the 10% level. This confirms the previous evidence that investor beliefs about future volatility consistently reflect

expected volatilities as measured by GARCH and VAEX . In contrast, for all but two regressions with SV and RR , the joint

null hypothesis is rejected and the coefficient estimates are significantly different from the hypothesized values c = 0 and a 

= 1. This evidence is supportive of the previous interpretation that our AVAR measure is more akin to expected volatilities

measured by GARCH and VAEX than measured by SV and RR . 

We proceed to compare the model-based expected volatilities with the investor beliefs about future volatility when 

decomposed into separate parts. Table 3 reports the estimation results obtained from regressing y on the component parts 

of AVAR , namely on P REC, DISP , and P REC and DISP as given by the equations: 

y s = c + pP REC s + εs , (13) 

y s = c + dDISP s + εs , (14) 

y s = c + pP REC s + dDISP s + εs . (15) 

For the univariate regressions with GARCH and VAEX , the estimates of Eqs. (13) and (14) indicate that the coefficients p

on P REC and d on DISP are typically positive and significant. They are, however, generally not equal to 1.0. From the theory,

we expect that the coefficient on AVAR , a , is closest to one, whereas the coefficients p and d on P REC and DISP are larger

than one. 9 Therefore, we explicitly focus on the results of the Wald-test rather than the significance of the individually 

estimated coefficients. Looking at the results for GARCH and VAEX , we observe that the Wald p-values are highest for the 

model including AVAR in four out of six cases. In the other cases, P REC gives the highest p-values. For SV and RR , the Wald

p-values are substantially lower across the board, confirming our earlier observation that the survey-based volatility forecast 

most closely resembles the GARCH and VAEX models. 

On inclusion of P REC and DISP in the same regression, the estimated effects of P REC and DISP on y change. The result

that the estimate of the coefficient d on DISP in Eq. (15) appears to be insignificant in most cases is most likely caused by

the fact that there is a high correlation between P REC and DISP (0.87), leading to a multicollinearity issue. Furthermore, 

when looking at the model fit as measured by the adjusted R 2 , we observe that the model including only P REC tends to

have the best fit in all cases, although the differences with AVAR are minimal. 

Taken together, the evidence shows that the volatility levels provided by AVAR closely resemble those of the GARCH and 

VAEX models. However, whereas P REC alone provides a worse fit of the level of volatility, it does better capture the variation

in volatility than AVAR . DISP and P REC are highly correlated, and DISP appears to be dominated by P REC, but AVAR is the

survey-based volatility forecast that is closest to the canonical empirical volatility forecasting models. 

4.2. Out-of-sample forecasting 

The previous subsection involves in-sample comparisons to test and check whether what is measured by volatility ex- 

pectations consistently reflect expected volatilities. This subsection centers on out-of-sample forecasts to assess whether 

volatility expectations and expected volatilities perform comparatively well in forecasting actual volatility. We evaluate each 

measure y against RV by computing the mean squared error ( MSE) as the average of the squared differences between the

actual value, proxied by realized volatility, and the prediction made for it: 

MSE = 

1 

S 

S ∑ 

s =1 

(RV s − y s ) 
2 , (16) 

where y denotes AV AR , GARCH, V AEX , SV , or RR on the date when survey s = 1 , . . . , 79 was sent, and S is the number of

surveys or observations in the forecast sample. 

Table 4 reports MSEs of each forecast measure for various sets of surveys. The values produced by AVAR compare closely

with those of GARCH and VAEX . This indicates that these three distinct measures are practically equally accurate in fore- 

casting actual volatility here. The same is not true of SV and especially RR , which provide clearly less accurate forecasts and

show low predictive ability. In terms of significance, we observe that typically all models perform equally strong as AVAR in

predicting volatility. 10 This is a confirmation that the survey-based AVAR measure is a valid alternative to the well-known 

volatility forecasting models. There are two exceptions to this general result. P REC does significantly better than AVAR in 

the second subsample. This might be explained by the fact that the underestimation of individual volatilities is lower in the

second subsample ( Knüppel et al., 2019 ). Second, RR does significantly worse than AVAR in the first subsample as well as

the full sample, at the 10% significance level. 
9 Assuming a positive correlation between PREC and DISP. Note that our setup is not suited for a more in-depth investigation into the relation between 

PREC and DISP. 
10 Given the quite large differences in RMSE, this might be explained by the relatively short time-series of our sample. 
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Table 4 

Forecasting ability. 

surveys 

1–40 41–79 1–79 

AVAR 0.104 0.238 0.170 

PREC 0.098 0.166 0.132 

(0.763) (2.074) (2.180) 

GARCH 0.105 0.188 0.146 

(0.234) (1.008) (1.014) 

VAEX 0.157 0.184 0.170 

(1.127) (1.489) (0.155) 

SV 0.167 0.314 0.240 

(0.710) (0.719) (1.011) 

RR 0.317 0.683 0.498 

(1.943) (1.330) (1.876) 

Notes : This table presents the mean squared error MSE of each forecast measure computed as the average of the squared differences 

between the realized volatility RV and the forecast made for it. The numbers in parentheses represent Diebold-Mariano statistics, with 

h = 1 , testing for equal forecasting ability between AVAR and the respective model. 

Table 5 

Volatility and news. 

Surveys 1–40 Surveys 41–79 All surveys 

c b R 2 c b R 2 c b R 2 

AVAR 0.158 ∗∗∗ 0.946 ∗∗∗ 0.146 0.238 ∗∗∗ 0.746 0.004 0.198 ∗∗∗ 0.802 ∗∗ 0.036 

(0.012) (0.342) (0.026) (0.692) (0.015) (0.406) 

PREC 0.124 ∗∗∗ 0.730 ∗∗∗ 0.155 0.179 ∗∗∗ 0.561 0.005 0.151 ∗∗∗ 0.614 ∗∗ 0.039 

(0.009) (0.256) (0.020) (0.517) (0.011) (0.302) 

DISP 0.035 ∗∗∗ 0.216 ∗∗ 0.091 0.059 ∗∗∗ 0.185 0.003 0.046 ∗∗∗ 0.188 0.020 

(0.003) (0.098) (0.008) (0.198) (0.004) (0.117) 

GARCH 0.151 ∗∗∗ 0.920 ∗ 0.059 0.172 ∗∗∗ 0.380 0.010 0.161 ∗∗∗ 0.622 0.028 

(0.017) (0.496) (0.019) (0.488) (0.013) (0.346) 

VAEX 0.185 ∗∗∗ 1.337 ∗∗∗ 0.125 0.210 ∗∗∗ 1.096 0.042 0.198 ∗∗∗ 1.196 ∗∗∗ 0.082 

(0.018) (0.521) (0.025) (0.671) (0.015) (0.423) 

SV 0.120 ∗∗∗ 0.042 -0.025 0.121 ∗∗∗ 0.295 ∗∗∗ 0.157 0.120 ∗∗∗ 0.178 ∗ 0.031 

(0.006) (0.163) (0.004) (0.104) (0.003) (0.095) 

RR 0.120 ∗∗∗ 3.879 ∗∗∗ 0.243 0.137 ∗∗∗ 2.541 ∗∗∗ 0.142 0.130 ∗∗∗ 3.157 ∗∗∗ 0.199 

(0.037) (1.055) (0.036) (0.940) (0.025) (0.699) 

Notes : This table presents the estimation results of Equation (17) using the distinct volatility measures AVAR , DISP, PREC , GARC H, VAEX , SV , 

or RR . 

 

 

 

 

 

 

 

 

4.3. Impact of news 

The previous evidence involves in-sample and out-of-sample comparisons of volatility expectations and expected volatil- 

ities concerning consistent measurement and predictive ability. We now consider the similarity of these survey-based and 

model-based measures in their relation to news. One way to appraise how news at the market level affects the distinct

volatility forecasts is by using prior market return directly as a regressor in the volatility equation. The regression is speci-

fied as: 

y s = c + br s −1 + εs , (17) 

where y denotes AVAR , P REC, DISP , GARCH, VAEX , SV , or RR on the date when survey s = 1 , . . . , 79 was sent, r denotes the

return for the AEX Index over the two-week period prior to the survey date and ε is the error term. Table 5 reports the

OLS regression estimates of Eq. (17) . Results are presented for the first surveys 1–40 in the three most-left columns, the last

surveys 41–79 in the three center columns, and all the surveys 1–79 in the three most-right columns. 

We find a significantly negative coefficient on prior market return in the first subsample as well as the total sample

when AVAR is used as the dependent variable. This suggests that good news about the market reduces volatility expecta- 

tions whereas, in contrast, bad news leads to an increase. Results using GARCH and VAEX are quantitatively of the same 

nature, although the coefficient for VAEX is also significant in the second subsample. The same findings hold for the two 

components of AVAR , P REC and DISP . The results for SV are quite different, as the coefficient on lagged return is positive.

RR , finally, shows a very strong negative correlation with lagged returns. This might be explained by the fact that RR is

constructed using returns only. 

Taken together, the evidence on the asymmetric volatility response to market returns is consistent with the leverage hy- 

pothesis (e.g., Nelson, 1991; Bollerslev et al., 2006 ). 11 Furthermore, the findings support the use of survey-based investor ex- 
11 There may be other mechanisms than the leverage effect behind the asymmetric volatility phenomenon (e.g., Bekaert and Wu, 20 0 0; Hibbert et al., 

2008 ). 
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pectations as a valid measuring-device serving to determine volatility forecasts equivalent to model-based expected volatil- 

ities measured by GARCH and VAEX . 

5. Conclusion 

In this paper, we create a survey-based volatility forecast directly from individual beliefs about stock market returns. It 

is an aggregate of the individual volatility expectations, and the dispersion in mean expected returns which reflect beliefs 

precision and disagreement, respectively. This provides a theoretical reason for dispersion to be a component part of market 

volatility and contributes to the literature on the role of disagreement in relation to risk. Our empirical investigation uses 

data coming from repeated surveys of mass affluent retail investors to produce a volatility forecast at each survey date. A

comparison with expected volatilities based on GARCH and implied volatility models shows a strong empirical similarity in 

how they evolve over time, how they perform in predicting future volatility, and how they respond to news. 

Most likely, individual expected volatilities are attached to different distributions and can therefore not to be compared 

directly. A natural way to reduce each volatility to the same scale is by adding the dispersion of individual means. That

is not to say that an individual investor knows the average mean. He does not, but probably understands that his mean

is an estimate. This is indirectly supported by our empirical evidence on the suitability of the average individual volatility 

jointly with the dispersion for the forecasting of market volatility. We find that the dispersion bridges the gap between the

individual and aggregate context in an appropriate manner and thus induces the average individual volatility forecast to be 

smaller than the aggregate forecast. Hence, the empirical finding of individual estimates being smaller than market volatility 

is in itself no proof of overconfidence, which is a novel result. 

Our empirical analysis confirms the robustness of using survey-based investor expectations for the determination of 

volatility forecasts consistent and quantitatively similar with model-based expected volatilities. An important implication is 

that the dispersion in predictions of the market return may be utilized and estimated as one of the component parts of the

volatility prediction for the stock market. This puts dispersion on a level with volatility forecasts and strengthens the basis 

for its use in research on risk rather than on auxiliary variables. 

The empirical contribution of dispersion does not always appear to be equally strong. At the same time, given the theo-

retical considerations as well as parts of the empirical results, we are of the opinion that it plays a crucial role. Specifically,

the theoretical measure suggests that disagreement is part of volatility. The theoretical construct is a definition without any 

restrictive assumptions. Related, our survey measures match the theoretical constructs one-on-one. When looking at the 

in-sample results, we observe that the model fit is typically slightly higher for beliefs precision alone than for the aggregate

measure. At the same time, we observe that the point estimates are typically better for the aggregate measure than for pre-

cision alone. Regarding the out-of-sample results as well as news results, we essentially see no difference in performance. 

What explains these seemingly contradictory results? We can think of three reasons: (1) there is a high correlation between 

precision and disagreement, which distorts the tests. (2) the sample period is long enough to perform these fairly basic 

tests, but not terribly long. This could inflate the standard errors. (3) the survey respondents might not be a representative

sample. Altogether, given these caveats, we believe it is remarkable to find that the results for the aggregate survey-based 

measure are as strong as they are, providing support for the approach. 

Our findings could be of importance in situations in which there is no traded asset, such as when valuing real op-

tions. The results indicate that the survey-based volatility forecast is statistically equivalent to expected volatilities based 

on GARCH and implied volatility models. A useful area for future research is to sort out whether the survey-based method

provides a viable alternative measuring-device when market data are not available and model-based expected volatilities 

cannot be determined. 
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