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АНОТАЦІЯ 

Ця робота демонструє основні етапи створення пошукового сервісу для 

вакансій із використанням методів обробки природного мовлення. Описано 

оптимізацію наявних методів структурування вакансій та побудову моделі 

навчання з вчителем, яку представлено як реалізацію семантичного пошуку.  
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INTRODUCTION 

Natural language processing (hereinafter - NLP) is a growing topic today, it 

became a highly useful tool in the rise of AI-driven products. Currently, the rapid 

growth of research in this area continues, however, a small amount of the works in the 

Ukrainian language is presented.  

Vacancies became a subject of study due to being highly unstructured 

information. There is no product on the Ukrainian market that would decompose a 

vacancy in logical parts and work with unstructured user input in this area. 

The goal was to create a search engine for vacancies written in the Ukrainian 

language, using NLP techniques to structure given information.  

In order to optimize developed methods for structuring information from 

vacancies that were written in natural Ukrainian language,  AI tools were used such as 

a question-answering model, and additional rule-based approaches were introduced.  

This work describes performed frequency analysis, the results of which  were 

used as a base for optimization of developed methods – defining main shortfalls, 

lacking details and providing various solutions to get the data represented in different 

ways in raw texts (for example salaries).  

The main stages of development and design of the resulting product are shown, 

especially building a ML model – labeling the data, splitting the dataset, building and 

training the classifier. 

In contemplation of demonstration of the results of this work, additional 

competitive analysis was performed which compared the developed engine with the 

existing most popular job search engines on the Ukrainian market.  
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1. BRIEF OVERVIEW OF NATURAL LANGUAGE PROCESSING 

 

1.1 NLP: GENERAL OVERVIEW 

Natural language processing (NLP) is a field of artificial intelligence in which 

computers analyze, and derive meaning from human language. The main aim is to 

extract needed information by implementing different methods. 

 

Whereas computational linguistics has language as primary focus of study, using 

the advantage of computational methods, NLP, on the contrary, is targeted at designing 

algorithms that process human language.[1] 

 

Natural language processing is used for quite range of tasks: machine translation, 

machine learning, data mining, expert system, information retrieval and etc.[5] NLP 

methods are popular not only among data companies, such as Infinia ML, DataRoot 

Labs or inData Labs, but also some of the FAANG giants. It is widely used in sales 

and marketing industries.[3, 4] 

 

1.2. APPLICATION OF NLP IN SEARCH ENGINES  

Nowadays, traditional search engine has various weaknesses when it comes to 

users’ needs. Many different types of search engines exist, but the type this work is 

focused on is the robot search engine type, for the example Google. The main idea of 

such a search engine is to work with the user’s query, matching the index information 

with the database and returning that as the result.  

 

The application of NLP techniques in search engines happens when the search 

engine becomes semantic-based. The main objective of semantic-based search is 

understanding the context of the query and the goals behind it, which puts 
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understanding of the topic in a perspective of the user, returning results that are more 

relevant.[5] 
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2. ANALYSIS 

2.1. FREQUENCY ANALYSIS  

In order to define which methods to be additionally developed, frequency 

analysis was performed. The sources were diversified:  work.ua, robota.ua and 

jooble.org[9] were chosen as being one of the most popular websites for job seeking in 

Ukraine.  

A total dataset of 1000 vacancies was created. To accurately define methods, 

analysis was broken down into 4 parts: (l;) 

• lemmatization, no conjunctions; 

• lemmatization, conjunctions; 

• no lemmatization, conjunctions;  

• no lemmatization, no conjunctions. 

As such words as “runs”, “running”, “ran”  are different for the algorithm, only 

humans are able to spot the difference. To avoid the appearance of the same word in 

different forms and to prevent them from gathering in different groups and delivering 

misleading results, lemmatization is a critical step in this process. 

 

All the texts were processed: not lemmatized, then lemmatized, keeping 

conjunctions and then getting rid of them, put into one file to check the density of 

different words. The density was checked by one, two and three words (see Appendix 

A).  Based on this analysis, the assumption of correct method definition was confirmed 

empirically. 

 

2.2. COMPETITIVE ANALYSIS OF THE STRENGTHS AND LIMITATIONS OF 

EXISTING JOB SEARCH ENGINES 

For competitive analysis the following job search engines were chosen: work.ua, 

robota.ua, jooble.org, job.ua, being one of the most popular ones. See the comparison 

table below based on some of the features. 
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Searching by tag 

Taking 

unstructured 

user input 

Delivering 

structured 

summary based 

on vacancy 

Context of user 

input taken into 

consideration 

Work.ua 

sector, salary, 

experience, 

employment type 

poorly 

showcasing 

some of the 

information 

no 

Robota.ua 

salary, 

employment 

type, PWD, 

sector 

no no no 

Jooble.org 

location, 

experience, 

salary, 

employment type 

poorly no no 

Jobs.ua location no no no 

Table 1: Competitive analysis 1 

 

Based on the table above one of the common strength among chosen job search 

engines is searching by tag, meanwhile, context of user input is not taken into 

consideration by all engines, and delivering structured summary based on vacancy also 

falls behind. Important to mention that to develop the last two features, NLP 

methodologies should be implemented.  

Meanwhile, some search engines somewhat succeeded in taking unstructured 

user input, but it was exclusively done by matching key words, not working with the 

context. 

 



 11 

All things considered, existing search engines are mainly built on seeking 

matches, which is a strength, but not understanding the context, which is a limitation. 

Based on this information it is derived that NLP methodologies are not well 

implemented in the Ukrainian job search engines. (See Appendix B, which provides 

reasoning for the table above). 
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3. DESIGN AND DEVELOPMENT 

3.1 NLP TECHNIQUES USED IN THE SEARCH ENGINE  

1) Tokenization 

As tokens are the building blocks of the natural language, the most common way 

of processing the raw text happens at the token level. Receiving a string, every 

component of this string it is split, and all those components are called tokens.  

One of the major issues with word tokens is dealing with Out Of Vocabulary 

(OOV) words. New words do not exist in the vocabulary. Hence, these methods fail in 

handling OOV words. (See Figure 1 that visualizes tokenization). 

 

Figure 1: Visual representation of tokenization 

 

2) Lemmatization 

In lemmatization, the dictionary form of the given word is called lemma. 

Lemmatization considers the context and converts the word to its meaningful base 

form.  

Comparing to stemming, where the suffix of the word is stripped, lemmatization 

is more complex, and thus, gives results that are more precise.[2] (See Figure 2 below 

that showcases the difference between lemmatization and stemming). 
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 Figure 2: demonstrating difference between lemmatization and stemming 

 

3) Part of speech tagging (POS) 

This method identifies syntactic role of word in a sentence, its morphological 

features. Depending on the context − the label differs.[1] (See Figure 3 below). 

 

Figure 3: example of POS tagging 

 

In pursuance of performing all of the above methods, the pipeline UDPipe[10] 

was used, as it contains the Ukrainian language model.  

3.2. OPTIMIZATION OF DEVELOPED METHODS 

As the previous work’s[8] methods were mainly targeted at seeking a match in 

the text, first stage of development was the optimization of those methods, which are: 

location, salary, hard skills, soft skills, experience, and employment type. 

 

To optimize location and salary methods question-answering model was used as 

a part of rule-based approach (see “Listing 1” as the example code)[7].  

 

API_URL = "https://api-inference.huggingface.co/models/robinhad/ukrainian-qa" 

headers = {"Authorization": f"Bearer {'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'}"} 
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def query(payload): 

    response = requests.post(API_URL, headers=headers, json=payload) 

    return response.json() 

    print(response) 

 

output = query({ 

    "inputs": { 

        "question": "Яке  місто?", 

        "context": string_cont 

    }, 

}) 
 

Listing 1 

 

 For upscaling methods of hard and soft skills, the corresponding dictionaries 

were expanded. 

 

3.3. BUILDING ML MODEL 

For building a model, supervised learning approach was chosen as a more 

reliable than an unsupervised one, as it is controlled by a developer.  

 

First step was to create a semantic markup. The whole dataset was split into 3 

groups: students, people with disabilities, and professionals (senior level workers). See 

the evaluation criteria (markers) for each group in the table below. The decision to split 

the dataset in those groups was made as they are distinct, and more factors of difference 

can be used in order to define to which class a certain vacancy belongs to. For the 

example, as students have 1 year to no experience, the chance that it will be classified 

as a vacancy for a professional is low, as professionals usually have from 5 years of 

experience in their field. 

 

 

Students PWD Professionals 

Experience 0 -1 years 1+ 5+ years 

Group 

Marker 
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Employment type 
Flexible,  

part-time 

Flexible,  

full-time 
Full-time 

Location Remote, on-site Remote, on-site On-site 

Compensation $ - $$ $ - $$$ $$ - $$$ 

Table 2: Semantic Markup 

 

Based on the criteria above, the dataset was manually labeled. After labeling the 

data, next step was splitting, where 80% of the dataset was a training set and 20% −  

testing set. Dataset items were distributed randomly to each set. To develop the model 

(hereinafter classifier) primarily sklearn package was used [3] (See Listing 2 below).  

 

In order to train classifier, CountVectorizer (sklearn package) was used to 

represent text documents as vectors. Once vacancies were represented as vectors, the 

classifier with the use of Naïve Bayes Classifier technique was trained (Listing 2).  

 

def data_split(docs): 

    def train_classifier(data_set): 

    X_train, X_test, y_train, y_test = data_split(data_set) 

 

    vectorize_vacs = CountVectorizer() 

    dtm = vectorize_vacs.fit_transform(X_train) 

 

    naive_bayes_classifier = MultinomialNB().fit(dtm, y_train) 
 

Listing 2 

 

Naïve Bayes Classifiers use conditional probability of features, to define 

whether the item belongs to the class. Obviously, at the core of Naïve Bayes Classifier 

lies the Bayes theorem, which follows [4]: 

𝑃(𝑐𝑗 | 𝐷)  =  
𝑃(𝑐𝑗)𝑃(𝐷 | 𝑐𝑗)

𝑃(𝐷)
, 
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where 

• P(cj) – appearing probability of class “j”; 

• P(D) – document to be classified, not equal to 0; 

• P(D | cj) – probability of document “D” falling into class “j”. 

 

To save and use classifier for future purposes, the pickle package was used (Listing 

3).[6] 

 

model_name = 'mlsuper_model.pkl' 

pickle.dump(naive_bayes_classifier, open(model_name, 'wb')) 

vacs_vect_name = 'vacs_vectorized.pkl' 

pickle.dump(vectorize_vacs, open(vacs_vect_name, 'wb')) 

Listing 3 

 

3.4. EVALUATION AND TESTING 

For the purpose of testing effectiveness, thousand vacancies were used. The 

percentage of effectiveness of each method was evaluated with the following formula: 

𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 =  
𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑜𝑢𝑡𝑝𝑢𝑡

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑐𝑎𝑛𝑐𝑖𝑒𝑠
 

 

See the table below, which demonstrates the effectiveness of each method: 

 

Location 98% 

Hard skills 95% 

Experience 98% 

Salary 85% 
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Employment 

type 
100% 

Soft skills 98% 

Table 3: Methods effectiveness distribution 

To evaluate the ML model, the following method was used: 

 

def evaluate_classifier(name, classifier, vectorizer, X_test, y_test): 

    X_test_tfidf = vectorizer.transform(X_test) 

    y_pred = classifier.predict(X_test_tfidf) 

 

    precision = precision_score(y_test, y_pred, average='weighted') 

    recall = recall_score(y_test, y_pred, average='weighted') 

    f1 = f1_score(y_test, y_pred, average='weighted') 

 

    print("%s\t%f\t%f\t%f\n" % (name, precision, recall, f1)) 
 

Listing 4 

 

The performance measures above were calculated based on the following 

formulas: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃𝑃

𝑇𝑃𝑃 +  𝐹𝑃𝑃 
, 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃𝑃

𝑇𝑃𝑃 +  𝐹𝑁𝑃 
 

 

𝐹1 =  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙 
 

 

where: 

• TPP – True Positive Prediction 

Represents the number of correctly classified vacancies to the class they belong; 

• FPP – False Positive Prediction 
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Represents the number of incorrectly classified vacancies that belong to the 

class; 

• FNP – False Negative Prediction 

Represents the number of incorrectly classified vacancies due to not belonging 

to any class. 

 

  The results of the classifier evaluation are illustrated on the Figure 5 (see below). 

The model developed reached a meaningful accuracy of 79%. 

 

 

Figure 5: left to right: precision, recall, F1 
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4. FINAL PRODUCT 

4.1 COMPARISON WITH THE EXISTING JOB SEARCH ENGINES 

As a part of this work, another task was upscaling the existing job search 

engines’ methodologies that are present on the Ukrainian market.  

 

Searching by 

tag 

Taking 

unstructured 

user input 

Delivering 

structured 

summary based 

on vacancy 

Context of user 

input taken into an 

account 

Work.ua 

sector, 

salary, 

experience, 

employment 

type 

poorly 

showcasing 

some of the 

information 

no 

Robota.ua 

salary, 

employment 

type, PWD, 

sector 

no no no 

Jooble.org 

location, 

experience, 

salary, 

employment 

type 

poorly no no 

Jobs.ua location no no no 

NLP based 

search engine 

Salary, 

location, 

employment 

type, hard 

yes yes yes 
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skills, soft 

skills 

Table 4: Competitive analysis 2 

 

The following criteria were satisfied with the optimized methods: searching by 

tag, delivering structured summary based on vacancy. Whereas the model established 

was used for understanding users’ context. See Appendix C for visual representation. 

 

4.2 ANALYSIS OF STRENGTHS AND LIMITATIONS 

Advantages of the developed search engine are delivering structured abstract of 

the given vacancy and the ability to extract needed data, which then is used for tagging 

users’ queries.  

The model is the major strength, it broadens search opportunities, making the 

search engine semantic-based. With the help of that tool, one may place queries, which 

are unstructured and written in the natural Ukrainian language. 

Limitations in this work are mainly connected with the groups that might be 

unrepresented and a small amount of vacancies that belong to narrow fields, such as: 

veterinarians, jewelers, etc. For the future development, dataset enlargement is taken 

into an account as a solution to resolve those drawbacks.  
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5. CONCLUSIONS AND FURTHER RESEARCH 

The goal was to develop a finished product − a job search engine. As a result of 

this work, the field of NLP and ML were researched, were performed different types 

of analysis: frequency and competitive. Based on the frequency analysis, the vector of 

work and optimization of methods were defined. Competitive analysis presented the 

scope of work that was yet to be covered in the development of job search engine using 

NLP. 

To implement semantic-based approach to the job search engine, the supervised 

learning method was chosen. Naïve Bayes Classifier technique was used to build and 

train the model.  

For further research it is recommended to expand the dataset for increasing 

precision of the model and effectiveness of the methods. Concerning the ML model, 

other methods should be researched and evaluated. 
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Appendix A 

 

 
Fig.1: Frequency Analysis: Lemmatization, no conjunctions, by one word. 



 24 

 

Fig.2: Frequency Analysis: Lemmatization, no conjunctions, by two words. 
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Fig.3: Frequency Analysis: Lemmatization, no conjunctions, by three words. 
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Fig.4: Frequency Analysis: Lemmatization, conjunctions, by one word. 
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Fig.5: Frequency Analysis: Lemmatization, conjunctions, by two words. 
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Fig.6: Frequency Analysis: Lemmatization, conjunctions, by three words. 
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Fig.7: Frequency Analysis: No lemmatization, conjunctions, by one word. 



 30 

 

Fig.8: Frequency Analysis: No lemmatization, conjunctions, by two words. 
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Fig.9: Frequency Analysis: No lemmatization, conjunctions, by three words. 
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Fig.10: Frequency Analysis: No lemmatization, no conjunctions, by one word. 
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Fig.11: Frequency Analysis: No lemmatization, no conjunctions, by two words. 
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Fig.12: Frequency Analysis: No lemmatization, no conjunctions, by three words. 
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Appendix B 

WORK.UA 

1) Searching by tag:
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2) Taking unstructured user input:
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3) Delivering structured summary based on vacancy:

 

4) Context of user input taken into an account: 
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ROBOTA.UA 

1) Searching by tag: 
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2) Taking unstructured user input:

 

3) Delivering structured summary based on vacancy:

 

4) Context of user input taken into an account: 
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JOOBLE.ORG 

1) Searching by tag: 
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2) Taking unstructured user input:

 

3) Delivering structured summary based on vacancy:
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4) Context of user input taken into an account:
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JOBS.UA 

1) Searching by tag: 

 

2) Taking unstructured user input:
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3) Delivering structured summary based on vacancy:

 

4) Context of user input taken into an account: 
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Appendix C 
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