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 3 
INTRODUCTION 

 

 

Countries` input differences, such as labour`s amount or quality or capital 

abundance within the economy, make impact on pace of economic development. Even 

though there are multiple variants for estimations of country`s potential economic 

development, remaining question is whether domestic quality of institutions make 

significant influence on economic growth and whether such indicators are useful in 

understanding cross-country difference.[33] In addition, the point is whether country`s 

political and social situation defines country`s potential growth. 

To start with, potential level of economic development is the theoretical set of 

assumptions about the country`s available capacity of capital and labour to produce value 

added goods and services and further components that are included into GDP. It describes 

the optimal level of country`s output with given its inputs considering that all units are 

used at the most effective level and rationally. But, nowadays, there is not any unified 

protocol of how potential GDP should be estimated, since there are multiple approaches 

of how to compute potential level of economic development and which factors to include 

into the models.[11] 

Still, potential GDP estimates are core for policymakers, since it can be described 

as an optimistic scenario of development and benefits during making decisions regarding 

adjustments in monetary policy. Correctly estimated gap leads to better future projections 

and plans about stimulating or holding economy`s development to prevent recession or 

overheat. Largely, estimations depend on how institutions are developed in the country 

and what is its economic environment. 

Thus, understanding the factors that have impact on the country`s economy, 

especially its potential level of development, could be important to understand the major 

economical drivers on country`s welfare. Furthermore, such models are useful to define 

optimal vector for development of the country. In addition, the research will be focused 

on finding the correlation between institutional development and its potential growth. 
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The theory of institutionalism states that its development pushes country to grow 

due to higher production capabilities and effectiveness. However, there are still unstated 

solid effect of development of institutions on the performance of economies.[8] 

As a result, it is important to understand the role of institutions in forming potential 

GDP as a one of the most important data to plan and forecast monetary policy and 

economy`s development and status. 

Aim. This work aims to test how institutional development correlates with 

potential level of economic development and to derive conclusions based on gained 

results for Ukraine, which estimates are below not only world average, but its peers of 

development as well. In the work each country will be considered in time frame of 2000-

2019, regressed by institutional variables (estimates, provided by World Bank in their 

annual report) and controlling variables (macroeconomic indicators to describe economic 

environment). The further presented models are focussed on statistical significance of 

tested regressors and the signs of coefficients to derive logical explanations. To provide 

conclusions the example of Ukraine is described and analysed.  

Task. Compound regressions using statistical application R and provide logical 

conclusions. 

Object. The thesis paper specifies on the correlations between estimate of 

development of institutions and countries potential GDP data. 

Subject. Work`s subjects are 5 macroeconomic indicators and 4 institutional 

estimations and potential output growth of 61 countries during 2000-2019 period.  

Structure. The work consists out of three chapters: Literature Review, Materials 

and Methods and Results. The chapter “Literature Review” summarises theoretical 

concept of potential GDP, its importance and other research of impact of institutions on 

potential growth. “Materials and Methods” describes the selected regressors for models, 

approaches of used models and methodology of regressions. “Result” presents and 

summarises the outputs of model, derives logical conclusions and describes Ukrainian 

institutional development status and its impact for potential growth. 

Keywords: potential output, potential growth estimation, institutionalism, 

institution development, Ukraine. 
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LITERATURE REVIEW 

 

 

Considering the importance of potential GDP estimations, as it was presented in 

introduction section, it is a useful measure for monetary policy. That is why potential 

GDP estimations are common to use within policymakers. For instance, calculations of 

output gap, which are obviously based on potential and real GDP data, indicate whether 

the economy is in need of further stimulus or vice versa – restrictions.  

Nevertheless, potential GDP can be also considered as an estimate to compare 

cross-country differences and define reasons for this. This work is aimed to find how 

institutional development benefits in looking for countries difference and how the 

institutional improvement reflects on economic development. Institutional status does not 

only define the country`s “quality”, but also its abilities to run efficient policies to avoid 

recessions or other economic uncertainties. 

Based on the output gap data the authorities are able to enforce macroeconomic 

policies to mitigate high inflation or further crisis. As a result, the change of the output 

gap indicates how the country is performing based on the given inputs.  

 For example, when there is a positive output gap (real GDP is greater that potential 

output), that means the economy is working above its capabilities. Such tendency points 

to higher aggregated demand and overheats the economy, which results in further 

recession. 

 When the negative output gap is present, this illustrates that economy is not using 

its full capacities: many people are jobless, capital is not working and so on. This pushes 

the government to stimulate the economy in order to increase its output level. 

 The Figure 1.1 summarises the economic cycle with given potential and real GDP. 

4 phases are depicted on the Figure to illustrate the output gap. First and second phases 

are dealing with positive GDP gap (real exceeds potential). The first stage is about 

growing positive gap, which can be associated with overheating economy. While the 

second phase is still about positive difference, but it is decreasing. This stage is the 

beginning of the recession.[11] 
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 Figure 1.1 – Four phases of economic cycle 

 Source: composed by author based on [11] 

 Stages 3 and 4 are about negative output gap (potential GDP is estimated to be 

bigger than real). The third stage is the continue of previous outburst recession. As a 

result, the economy tends to be in further decreasing status. Stage 4 – indicates the end of 

underperformance and development of the country. The main factors that will 

characterise these stages will be higher unemployment rates and increased prices. This 

can lead to central banks setting down the interest rates for economy stimulus. 

Taking into considerations the examples of using the potential output data and how 

tricky it might be the example by Federal Reserve Bank of Saint Louis of how the 

estimates might differ throughout the time is provided. 

So, according to Congressional Budget Office (CBO) estimations of 2007 on 

potential GDP level resulted in huge output gap assumption (around -9.9%) in 2009:Q1 

as a consequence of 2008 crisis. However, with the sequence of time the new estimates 

of potential U.S. GDP data in 2011 showed lower level of theoretical growth. As a result, 

at that time the GDP gap was estimated to be lower (approximately -7.1%). In both cases 

it was clear that the economy was down to its projected trends. The remained question 
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was whether the true level of potential GDP was upper or lower, since it was important 

to find out the further development of country. 

 As a result, in different points of time, for obvious reasons, different outcomes of 

estimations are possible. But still the potential GDP measures will remain to be the 

representation of the “perfect world” and this will remain the orient for economy`s 

equilibrium.  

 Even if the estimations might be far from the theoretical true ones, they are 

essential for policymakers to understand the performance of the country. Plenty of 

research describe how wrong estimations affect wrong decisions and their results. The 

next example supports the previous argument of how the changes in estimations result in 

biased understanding of economic phase. For instance, in 2018 the new article of how too 

pessimistic expectations on potential GDP resulted in less effective policies. It was stated 

that before crisis of 2008 the economy of U.S. was close to the potential output estimation 

(Figure 1.2). However, in post crisis period the hypothesises of potential GDP were 

decreasing with the sequence of time. Consequently, with the new measures in 2017 it 

was assumed that the output gap was narrowing that points to equalising economy.[12] 

 
 

Figure 1.2 – Revisions in CBO estimates of U.S. Potential GDP 

 Source: CBPP website [12] 
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 The inappropriate measurements for potential GDP caused monetary policymakers 

to proceed with stringing interest rate parallelly with continuing low inflation and low 

rates of employment. That provoked the pushback in economy. In addition, it was also 

estimated that this resulted in trillion dollars loses with each passing year. 

 Another point of view is that with new crisis occurring governments start working 

on new reforms in order to develop better institutions. In the theory of institutionalism, it 

is stated that well developed institutions within the country provokes its sustainable 

growth and makes grounds for further developments.[8] 

 The early studies of institutionalism as an economic school took place in 19th 

century in Germany with following branches in United States of 20th century. It might be 

argued that early development of institutionalism resulted in highly developed countries 

in Europe and America. 

 In his works, Karl Polanyi considered institutions as part of economy created as a 

tool to amortise economical fluctuations, unite its branches and form future vector for 

development. He also argued that social aspect of country is a core factor to influence the 

country`s development. Even though such relations might be hidden and unobserved due 

to historical reasons, nowadays there are feasible methods to control such 

interconnections. For instance, modern ways to estimate institutional development to 

characterise cross-country difference enables to model such relations, but they are hard 

to be done and there is always a dilemma of accuracy of data.   

 Still, there is barely enough literature which considers the impact of institutions on 

potential GDP. There are basically two reasons: firstly, it is hard to estimate the 

development of institutions (as well as potential GDP); secondly, institutions do not 

volatile in short term. But do well developed institutions provoke potential GDP growth 

or is there any dependence, it is a tough question to answer. 

 This research will focus on searching for the dependence of potential economy 

growth with the performance of countries institutions such as: political stability, abidance 

of law, control of corruption and authority effectiveness. It is believed that institutional 

development makes bases for economic growth. Furthermore, from historical point of 
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view institutional advance proving to be one of the factors to enable country`s growth and 

it inhibits development otherwise. [38] 

 There are also evidence and research which include institutional estimates as 

regressors to explain actual economic growth. Those are believed to be as a kind of 

additional factors of production.  

 As a result, considering institutional quality as a factor of productivity than it might 

be assumed that countries with initial higher institutional development are to have faster 

growth in long-term matters. However, there is still an open question whether the 

institutional development makes significance in short run.[10] 

 Even though the potential GDP estimates largely depend on the assumptions of 

economy`s capabilities, estimates on development of institutions bring more positive 

presumptions on factors of production. For instance, countries with higher level of 

institutions are more likely to bring new technological advances (one of the components 

for Cobb-Douglas function). Moreover, this would also mean higher likelihood of human 

higher development. These facts again push to logical conclusion that institutional 

development stimulates higher growth, potential GDP as well. 

On the Figure 1.3 depicts the level of institutional development in Ukraine 

comparing to its peers (countries with close level of development) and world`s average. 

The Figure points out that Ukraine is relatively underperforming even its closest peers. 

Thus, it may be assumed as a reason to consider that its development of institutions to be 

one of the important factors to higher economic development as well. 

On Figure 1.3 peers are 5 countries with similar characteristics of economy (of 

controlling variables): Kyrgyz Republic, Georgia, Moldova and India.  

 Still, there are some divided opinions on the interlinkage between institutions and 

development. For example, the development of institutions opens broader prospects for 

country`s economy. On the other hand, it is argued that as soon as country reaches high 

level of institutions, it peaks its performance and in short run this decreases the growth 

trend.[8] 
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Figure 1.3 – Institutional indicators of Ukraine comparing to world and peers: A– 

Control of Corruption, B – Political Stability, C – Regulatory Quality, D – Rule of Law 

Source: composed by author based on own calculations [37] 

 This work is aiming to consider potential economic growth rates across different 

countries and their institutional development to provide conclusions. Furthermore, 

Institutional level of Ukraine is to be considered to derive the results of its potential 

growth.  

Taking into account the theoretical intuition behind the potential GDP, Potential 

level of economic output is considered to be one of the most advantageous data for 

macroeconomic forecasting. Potential GDP can be also discussed as a key-factor for 

monetary policy and future economic expectations.  

 Indeed, there is no solid definition for this term. For instance, accordingly to 

Organisation for Economic Co-operation and Development potential GDP is classified as 

a level of economic development, which is exceeded with a constant level of 

inflation.[16]  

 On the other hand, the Congressional Budget Office of U.S. clarifies this term as 

economy`s maximum sustainable output with given natural unemployment rate, labour 

supply measures, capital abundance estimation and productivity ratios. [4] 
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 In contrast, most of the literature resources in Ukraine interpret the level of 

potential level of economic development as an economical state which is achieved by full 

engagement of country`s labour force. [39] 

 As it comes obvious from previously mentioned definitions, there is no solid 

explanation to potential output. Even though, generalising those sentences, this term is 

used to describe country`s ability to achieve such a level of relative measurement that will 

mean the economy`s development when all resources (both labour and capital) are used 

effectively, rationally and at full capacity with given stable level of inflation or consumer 

prices. 

 Potential GDP is not an exact number that is to be calculated. Thus, it should be 

estimated with multiple assumptions as well. As a result, even two estimations of past 

period of the same economy but done in different time period can variate due to different 

approaches, new data releases or other factors. For example, those factors can be different 

government policies, technological advances, disasters and so on. [2] 

 In other words, talking about world`s potential level of economic development, this 

could be paraphrased as “ideal economy”. In addition, the trend of potential GDP for a 

country can be considered as an optimistic scenario to grow. However, it eliminates the 

effect of economic shocks or turbulence, it still depicts the vector for future development 

and economy`s capabilities for growth. In perfect scenario, potential output is to be 

estimated based on all available data to describe its environment such as: 

a) production resources (labour, capital, land, infrastructure, natural sources, 

technological advances and so on); 

b) how extensively those factors are used with given stable prices; 

c) general productivity of mentioned factors; 

d) and other features. 

Another point to be mentioned is about the trend of this variable. Taking into 

account that  world`s population is constantly increasing, technological progress is in 

motion that boosts the productivity and globalisation processes, it comes obvious that the 

trendline for potential GDP is positively directed.[26] In addition, the previously 

mentioned factors also provoke the supply and demand power in economy. 
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Still, there are plenty of examples when potential GDP decreases, but this is a short-

term situation. For instance, political instability, war, crisis or natural disaster are typical 

causes for the decrease. Furthermore, a drop in in potential output may be consequence 

of a long-term economic recession, when, for instance, any of capital is getting old with 

no renovation or negative balance of migration.  

 Taking into account ways to estimate the potential level of economic development, 

there are multiple of them. The most standard model to calculate is the Cobb-Douglas 

function. For this formula labour force, capital abundance and coefficient of technical 

advance should be estimated as well. As a result, with changes into what inputs are 

discovered more by time result in changes of previous estimates of potential output.[22]  

 For instance, the Figure 1.4 depicts three results from modelling the potential GDP 

estimation. Those calculations are done by three different institution (different 

approaches and assumptions as well), so as it might be observed that this resulted in 

different measures. Even though they might be debated whether the difference is 

significant or not, still that would merely depend on the purposes of such research and 

ways the data will be used for. 

 
 Figure 1.4 – Estimation of potential GDP in Germany: 1 – linear regression of 

potential gross productivity and natural unemployment; 2 – autoregression model of 

potential gross productivity and natural unemployment; 3 – method for forecasting the 

potential gross productivity and natural unemployment in European Union 

 Source: composed by author based on [22]  



 13 
On the other hand, the Figure 1.5 represents five curves with percentage change of 

the German output gap. Again, the picture summarises different approaches for 

estimating the change of the potential output. Indeed, in such case the results are 

correlating much better. What is more, the approaches to calculate the absolute values of 

potential output may have been different, in relative expression they perfectly depicted 

the main moments to analyse to economy`s phase of cycle. 

As it might be observed, using the relative expression of data regarding the 

potential GDP results in more common data which leads to hypothesis that it could be 

treated as a true data and more reliable for policies.  

 
 Figure 1.5 – German output gap (percentage change): 1 – by usage of Hodrick-
Prescott filter, l = 100; 2 – according to EU Commission estimates; 3 – using Hodrick-
Prescott filter for production function, potential working time, and labour force and 
Kalman filter for natural unemployment measure; 4 – using Hodrick-Prescott filter for 
production function, potential working time, Kalman filter for natural unemployment 
measure without random deviation and production linear regression; 5 – using Hodrick-
Prescott filter for production function, potential working time, Kalman filter for natural 
unemployment measure with random deviation and production linear regression 
 Source: composed by author based on [22]  
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METHODS AND MATERIALS 

 

 

 In order to analyse the correlation of the institutional development of country and 

its potential economic growth 61 countries (which represents approximately 85% of 

world`s economy) with time rage of 20 years (2000-2019) were taken into account to 

compose a balanced panel model. As a result, the main model will be based on 1220 

observations, with 9 regressors. The Equation 2.1 represent the formula for conducting 

the model. 

𝑌!,# = 𝑢! + 𝐼𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑒!,# +𝑀𝑎𝑐𝑟𝑜!,# + 𝑒!,#	,                   (2.1) 

where 𝑌!,#	– the dependent variable (potential GDP growth) for country i in the 

period t; 

𝑢! – constant for country i; 

𝐼𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑒!,# – institutional variables for country i in the period t; 

𝑀𝑎𝑐𝑟𝑜!,# – controlling (macroeconomic) variables for country i in the period t; 

𝑒!,# – error terms for country i in the period t. 

 Since estimation of potential GDP is a complex study due to data miss or 

inadequate results, this research suggests observing this variable in marginal expression. 

For this reason, the observed variable is expressed as an annual change of potential output 

for each country. 

 As a dependent variable for regressions, each country`s growth was calculated 

based on their potential output data (only for country-partners of the Organisation for 

Economic Co-operation and Development, whose potential GDP is given).[16] For 

countries, whose potential output is not estimated, further calculations were done 

including further procedures, describes on Figure 2.1.  

For the countries with no data on potential output the annual data on real GDP in 

LCU were filtered with Hodrick-Prescott (HP) filter [3]. The intuition behind this step 

was to vanish the influence of cycles of economy in order to omit great volatilities of 

GDP. This filter is a commonly used tool in macroeconomics to extract the trend features 

in timeseries variables. In addition, GDP data was taken in local currencies in order to 
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eliminate the influence or currency volatility, as this factor is considered with another 

regressor. 

 
 Figure 2.1 – The procedure of calculations for GDP growth trend based on real 

output data 

 Source: composed by author based on own calculations  

To visualise the effect and importance of filtering the GDP data an example of 

Chile is provided (Figure 2.2). As it can be observed the true (potential) growth is stable 

with no significant difference in its change. In case of taking the actual growth of real 

GDP, which is unsteady, it may cause insignificant results and, what is more important, 

it will not be the focus of the study. 

As it was said previously, HP filter derives the kind of trend for GDP growth which 

is considered to be one of the mostly used approaches to estimate the potential GDP 

growth for countries, which data is absent. 

 
 Figure 2.2 – Comparison of Potential, real and filtered real GDP growths 

estimations for Chile 

Source: composed by author based on own calculations and [36] 
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With the combination of these two blocks of GDP growth data the dependent 

variable GDP_growth is calculated as it is described in the equation (2.2): 

 

𝐺𝐷𝑃$%&'#( = 𝑌#/𝑌#)* − 1	,                   (2.2) 

where Y denotes filtered output (potential output or nominal, depending on country) and 

t marks the period. Consequently, the variable GDP_growth describes country`s relative 

change in its output compared to previous period.  

 Considering the factors, that are taken into account to analyse their correlation with 

the dependent variable, they have been selected based on both economical and 

institutional prospects. Such approach is useful in order to describe country`s potential 

with given development of institutes, society and economic reasons.  

To compute into the model variables that denote institutional development of 

country four indicators were considered. These four are the results of estimation 

conducted by World Bank in their Worldwide Governance Indicators Dataset.[37] They 

are taken into the model in order to check their correlation with countries potential 

development. They are believed to have positive impact on the dependent variable. 

 In addition, there are 6 presented indicators in the World Governance Indicators 

Dataset, however, only 4 of them were selected further for the research and the model. 

This is basically due to absence of correlation with the observed variable, conflicts in 

statistical stability with other variables or absence of data. 

 To start with, the first institutional variable to be tested was “Control of 

Corruption” (Control_of_corruption in the model). This indicates countries abilities to 

tackle and combat any forms of corruption by public authorities or to what extent the 

government and public powers is controlled by certain circles of people with intentions 

to lobby private interests. Corruption is believed to have negative impact on country`s 

doing. Consequently, the hypothesis 6 (H6) is based on assumption that the more the 

government tackle corruption the more prospects for development are present (H6: c6 > 

0). [37] 

 Next included variable “Political Stability” (Political_stability in the model) is 

considered to describe country`s ability to perform better with a given political certainty. 
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The indicator reflects to the probability of any kind of protests, political inner wars, 

destabilisation or even overthrown government by other unconstitutional powers. 

Considering these facts, the next hypothesis is dealing with a direct effect of this factor 

(H7: c7 > 0). Generally speaking, the less likelihood of any disruptions into the 

governmental system the faster country is to grow.[37] 

 In addition to previously mentioned factors, the next aspect that should be 

explained by estimations is the efficiency of governmental regulation. For this reason, a 

variable from WDI Dataset “Regulatory Quality” (Regulatory_quality in the model) is 

included. This estimation denotes to what extent the government is able to set and achieve 

its goals. It is important that this estimation considers not only plans and formulations of 

future governments steps, but also its implementations. As a result, the hypothesis for this 

factor remained the same as for previous two (H8: c8 > 0).[37] 

 In addition to this, another estimate from this World Bank`s dataset was considered 

– “Government Effectiveness”. This indicator has the same approach to estimate 

institutional quality of the country, taking into account its quality public and civil 

services, effectiveness of governmental strategy and credibility to country`s policies. 

However, this variable was excluded due to high correlation with Regulatory Quality and 

its statistical insignificance within the model.  

 The last institutional variable that was included into the research is the “Rule of 

Law” (Rule_of_law in the model). It describes to what extent investors, business units or 

other private individuals can be confident in abidance of the official rules, contract 

enforcement, social and legal rights. This variable also considers abidance of law by 

police, public poverties, courts and other institutions, as well as the ratio of crime and 

violence. This variable is also presumed to have a positive influence on the GDP_growth 

variable (H9: c9 > 0).[37] 

 An alternative to “Rule of Law” variable was considered within the research, which 

is called “Voice and Accountability”. Even though it describes the degree of freedom in 

society: media freedom, freedom for authority election and so on; this variable is 

tightened with how the law works in the country. And as in the case of Government 
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Effectiveness, Voice and Accountability estimates performed statistically insignificant 

and thus were not included into the research.  

 The table below (Table 2.1) summarises the issued hypothesises on selected 

institutional variables. To sup up, all hypothesises regarding institutional factors are 

assumed to have positive impact on potential growth. These presumptions stand for 

theory of institutionalism: the better institutions are functioning – the faster economy 

develops. 

 Table 2.1 – Summary of hypothesises on institutional factors 

 Source: composed by author based on own calculations 

  For institutional factors the same descriptive analysis primarily was conducted 

(Table 2.2). This includes clustering observations for three groups by ranging their 

potential output growth. For each group average and standard deviation were derived. 

The intuition behind this step was identical to one, that was done for 

macroeconomic factors. Primary described factors pushed for further testing for variables 

and decision whether to include them into the model.  
As it can be observed none of variables obtains trend of growing averages beyond 

the clusters. However, standard deviation is relatively high, so no solid conclusions have 

been made.  

In addition, after every variable had being checked on heteroscedasticity following 

results were derived (Figure 2.4). The Breusch-Pagan test for heteroscedasticity with 

variables “Control of Corruption”, “Regulatory Quality” and “Rule of Law” showed 

negative results (Figure 2.3). 

 

 

 

No. Factor Expected impact Hypothesis 

6 Control of Corruption positive H6: b6 > 0 

7 Political Stability positive H7: b7 > 0 

8 Regulatory Quality positive H8: b8 > 0 

9 Rule of Law positive H9: b9 > 0 
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Table 2.2 – Description of institutional factors  

 
Source: composed by author based on own calculations 

 

 
Figure 2.3 – The Breusch-Pagan Test on heteroscedasticity of A – “Control of 

Corruption”, B – “Regulatory Quality”, C – “Rule of Law” regressors 

Source: composed by author based on own calculations 

Indicator Economy 
growth

Control of 
Corruption

Political 
Stability

Regulatory 
Quality Rule of Law

Observations 
number 1220 1220 1220 1220 1220

Average 0.046 0.605 0.286 0.771 0.635
Standard 
deviation 0.030 1.086 0.875 0.813 0.987

Average 0.019 0.727 0.422 0.848 0.783
Standard 
deviation 0.014 1.058 0.744 0.773 0.961

Average 0.043 0.523 0.147 0.715 0.516
Standard 
deviation 0.005 1.124 0.904 0.850 1.044

Average 0.076 0.566 0.288 0.750 0.607
Standard 
deviation 0.028 1.066 0.943 0.810 0.935

All observations

33% of observation with lowest growth

33% of observations with moderate growth

33% of observations with highest growth
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However, heteroscedasticity was detected within the “Political Stability” variable 

(Figure 2.4). As a result, GLS model was run to compare the statistical significance with 

the OLS model (Figure 2.5). Consequently, based on the results, the coefficients do not 

differ greatly, so further panel data model will use this variable with no restrictions.  

 
 Figure 2.4 – The Breusch-Pagan Test on heteroscedasticity of “Political Stability” 

regressor 

Source: composed by author based on own calculations 

The models are also compounded based on controlling variables to describe the 

macroeconomic environment. This is done to differentiate the economies with their given 

development. What is more, since the model approach is to describe the change in 

potential estimations with time changing, institutional variables are less volatile, as a 

result, this will not bring enough explanatory power. 

 
Figure 2.5 – Trendlines based on GLS model (grey) and OLS model (black) 

Source: composed by author based on own calculations 

 Considering macroeconomic factors, there were selected 5 of them to describe 

countries` economic structure, trade activity and their size. For the models they will be 

considered to be controlling factors to make model more sufficient.[35] 
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 The first factor that was considered is Economy_size which denotes the share of 

country`s economy in world`s one and is obtained based on the data from IMF`s 

publication “World Economic Outlook” with an information of GDP based on 

purchasing-power-parity share of world total. For our model this variable is to describe 

not just countries capacity or abilities to produce more, but it describes country relatively 

to others. For this variable a hypothesis is issued Economy_size to have negative effect 

on the growth of potential GDP due to possible marginal (H1: b1 < 0).[33] 

 The Price_level_ratio is included into the model as an indicator that denotes 

general economic situation in countries. The variable is taken from the database of the 

World Bank named “Price level ratio of PPP conversion factor (GDP) to market exchange 

rate”, where it is described as a variable that estimates to what extent the price level 

changes across countries based on the volumes of units of a common currency needed to 

buy the same aggregated list of products. For the model this variable will describe 

country`s economic strength, at the same moment this might mean that the country has 

been reaching its maximum and developing on its “edge” (H2: b2 < 0).[31] 

 Another point of view to consider the prospects for economy`s higher development 

pace is to take into account its volume of investments into the country. On this purpose 

the variable “Total investment” from World Economic Outlook Report by IMF was 

considered. In the model it is indicated as Total_investmet_to_GDP. Since this variable 

is a share of all investments expressed in local currency units in the country`s GDP, it 

describes relative abundance of investments in this country. So, the hypothesis for this 

variable is that it has a positive impact on an observed variable (H3: b3 > 0).[35] 

 The indicator Gov_presence describes the proportion of governmental 

expenditures relatively to the country`s output. This variable is based on indicator from 

World Economic Outlook Report by IMF as well and is named “General government 

total expenditure”. This indicator assumes total expense and the net acquisition of 

nonfinancial assets. In this research it is presumed this variable to have a negative impact 

on GDP_growth (H4: b4 < 0). This due to the fact that the more country controls the 

markets the less economic freedom is in this country. As a result, it slows down the 

potential growth of the economy.[34] 
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 Next variable to be considered in the model is Trade_to_GDP. This describes the 

economy`s openness to foreign markets, its dependence on trading with outer producers 

and its output structure. In the data frame of the model this variable is based on indicator 

“Trade (% of GDP)”. According to its description, it indicated the total sum of exports 

and imports of all goods and services. And since trade is a key component for calculating 

GDP, it is assumed to have a positive impact on GDP_growth as well (H5: b5 > 0) (Table 

2.3). To sum up, this will denote that the more share of trade in GDP is present the more 

likely country is able to potentially grow faster.[35] 

Table 2.3 – Summary of hypothesises on macroeconomic factors 

Number Factor Expected impact Hypothesis 

1 Size of economy negative H1: b1 < 0 

2 Price level ratio positive H2: b2 < 0 

3 Total investment positive H3: b3 > 0 

4 
General governmental total 

expenditure 
negative H4: b4 < 0 

5 Trade (% of GDP) positive H5: b5 > 0 

 Source: composed by author based on own calculations 

 On the Table 2.4 below the descriptive statistics of selected indicators are 

presented. Based on this description the primary conclusion of indicators` impact can be 

done. The table depicts how the variables changes on average in the three groups of 

countries: with the lowest, average and highest potential growth.  

For each variable in the table the average and its standard deviation are calculated 

to analyse the trends of dependent variable with regressors changing. As a result, the 

provided hypothesises previously are held within the trends provided. This mean that 

positive influence of price level ratio, total investment and trade share are being spotted 

in this descriptive table. 
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Table 2.4 – Description of macroeconomic factors 

 
Source: composed by author based on own calculations  

Regarding the general government total expenditure, it was also observed that there 

is a suspicion for a negative correlation, which supports the hypothesis about this 

regressor (H4: b4<0). On the other hand, the variable “Size of economy” signals about 

statistical insignificance. The average fluctuates among countries` clusters, while its 

standard deviation increases, on this occasion, the regressor was tested for 

heteroscedasticity and performed negative result (Figure 2.6). As a result, it was included 

into the model with no further specifications. 

 
Figure 2.6 – Breusch-Pagan on heteroscedasticity of Economy_size regressor 

Source: composed by author based on own calculations 

Indicator Economy 
growth

Size of 
economy

Price level 
ratio

Total 
investment

General 
government total 

expenditure

Trade (% 
of GDP)

Observations 
number 1220 1220 1220 1220 1220 1220

Average 0.05 0.0138 0.71 23.79 36.70 93.16
Standard 
deviation 0.03 0.03 0.33 5.37 10.58 65.18

Average 0.02 0.0137 0.80 21.76 40.96 85.46
Standard 
deviation 0.01 0.02 0.31 3.74 9.53 46.96

Average 0.04 0.0115 0.67 23.29 34.96 93.20
Standard 
deviation 0.005 0.03 0.33 4.66 10.70 65.41

Average 0.08 0.0164 0.64 26.31 34.17 100.82
Standard 
deviation 0.03 0.04 0.33 6.36 10.17 78.63

33% of observations with highest growth

All observations

33% of observation with lowest growth

33% of observations with moderate growth
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 Since all other macroeconomic factors performed with no suspicions for 

heteroscedasticity, the further research will be based on five selected variables to describe 

macroeconomic environment in the country as controlling factors. The further discussion 

is to argue the selection of institutional regressors and their importance for the model. 

 To sum up, all four institutional and 5 macroeconomic factors will be included into 

the main models and be tested on their further statistical significance to derive correct 

conclusions. As a result, the model will be based on 9 regressors: 4 institutional and 5 

macroeconomic. Such approach is aimed to understand the correlation between potential 

countries` growth and its current economic situation. In addition, the model will test the 

correlation of governmental effectiveness and its impact on economy`s development. 

 As it was mentioned previously, the research is conducted based on 1220 

observations, with 61 countries for 20 years in RStudio statistical tool. Composing a 

balanced panel model required a Hausman test to define whether the data requires Fixed 

or Random Effects approach (Figure 2.7). Based on given results, the model will be 

estimated using Fixed Effects approach. Later, the work will include also pooled OLS 

models, binary choice and GLS models. 

 
Figure 2.7 – The Hausman Test on Fixed or Random Effect panel data model 

Source: composed by author based on own calculations 

 To sum up, this chapter discussed all variables that will be tested for correlation 

with an observed variable, the intuition behind selecting and using them. It was also 

discovered how the model will be run, their structure and hypothesises to be tested.  
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RESULTS 

 

 

 With described and tested for heteroscedasticity explanatory variables and 

explained approach of researching the dependent one, the next model will be the main 

one. The main model (Figure 3.1) includes all selected regressors to check on 

hypothesises and look for further potential needed experiments. 

 
 Figure 3.1 – Main panel model results with Fixed Effects 

 Source: composed by author based on own calculations  

 As it is observed from the model output, all coefficients are statistically significant 

with the level of confidence in range of 95-100%. The R^2 ratio is 0.32, which can be 

argued to be low, but the aim of the research is primarily to observe the correlation and 

influence of factors. As a result, even with relatively low R^2 ratio a good explanatory of 

the model can be considered, and the significance of explanatory and dependent variables 

cannot be denied. 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept –
Control of Corruption 1.55e-02***
Political stability 5.72e-03*
Regulatory quality -8.94e-02*
Rule of Law -1.94e-02***

Economy size -5.16e-01***
Price level ratio -3.08e-e02***
Total investment (% of GDP) 2.20e-03***
Government presence -2.37e-03***
Trade (% of GDP) -2.12e-04***

Observations 1220
Number of countries 61
Country FE Yes
Model specification OLS
R^2 0.327

***p<0.01, **p<0.05, *p<0.1
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 Based on the derived model the hypothesises, described in the “Materials and 

methods” chapter, are compared with received results (Table 3.1). As a result, four factors 

(“Price level ratio”, “Trade (% of GDP)”, “Regulatory Quality” and “Rule of Law”) 

demonstrated outputs that contradicts issued assumptions. 

 Table 3.1 – Comparing hypothesises with further results 

Factor Hypothesis Result 
Accepted/denied 

hypothesis 

Size of economy H1: b1 < 0 -0.51625 Accepted 

Price level ratio H2: b2 < 0 -0.03077 Accepted 

Total investment H3: b3 > 0 0.00219 Accepted 

General 

governmental total 

expenditure 

H4: b4 < 0 -0.00237 Accepted 

Trade (% of GDP) H5: b5 > 0 -0.00021 Denied 

Control of 

Corruption 
H6: b6 > 0 0.01554 Accepted 

Political Stability H7: b7 > 0 0.00572 Accepted 

Regulatory Quality H8: b8 > 0 -0.00894 Denied 

Rule of Law H9: b9 > 0 -0.01939 Denied 

Source: composed by author based on own calculations 

To start making conclusions, the explanation to denied hypothesises have to be 

written down. Firstly, macroeconomic factors will be briefly discussed with deeper 

research into institutional factors, as a key-focus of this examination. Additionally, to test 

factors by running pooled models, countries were also classified into two groups: 

advanced and emerging countries. This clustering was done based on classification by 

United Nations.[14] 

Even though the variable “Trade (% to GDP)” was assumed to have positive impact 

on potential growth, in Fixed Effect model it turned out to be with negative coefficient 

sign. However, by running pooled OLS model it performed with the positive effect. Still, 
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the variable showed linearly in country fixed effect model trough out the time. This can 

be explained that with the sequence of time more advance countries trade more, while the 

marginal expression of potential GDP decreases. In later models it will be performed that 

more advanced countries tend to grow slower rather than developing. 

Taking back focus on institutional factors, where two signed for positive effect and 

two other – negative. That is a very debatable issue, as even from descriptive table in the 

previous chapter they showed weak impact. Though, further models will be based on 

pooled and panel models with different sets of variables to find and explain outcomes.  

To structure the research, the institutional factors were grouped in two types: with 

negative and positive signs in the model. Then all of them were tested for correlation with 

each other. Running ahead, a high correlation among those factors is expected. This is 

due to the fact that country develop one institution by improving other. For example, if 

country was highly estimated through a “Rule of Law” variable, there is higher possibility 

that there will be higher level of corruption. Because the law is abided, corruption is to 

be eliminated from such economy. These also result in higher level of regulatory quality 

estimation and so on. 

Even with highly correlated variables, each one can explain the dependent variable 

better. For this reason, not only R^2 will be in focus, but adjusted R^2 as well, since the 

last one includes the estimation of model`s explanation, if extra explanatory variable is 

added. The first variable to be checked for correctness is “Control of Corruption”.  

Firstly, the binary choice model was built to define how “Control of Corruption” 

works for the developments of the country. Additionally, it will be tested which group of 

countries (advanced or emerging) are more likely to have bigger potential growth. The 

intuition behind this step is to define whether the fact that the country is developed will 

influence its capability to grow faster and the level of institutional effectiveness. In case 

of situation, when developed countries grow slower and have better institutional 

estimates, the reverse influence of such variables can be observed.  

On Figure 3.2 the binary choice model is presented, where Advanced_economy 

stands for a dependent variable (1 – developed country, 0 – developing), with 
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Control_of_corruption as an explanatory one. And as it can be seen: the higher the control 

of corruption – the more likely this country is a developed one.  

 
 Figure 3.2 – Binary choice model of impact of “Control of Corruption” on 

country`s development 

Source: composed by author based on own calculations 

 Additionally, the composed model is a probit approach with a R^2 ratio at 

approximately 57%. This points to a moderate correlation. Next step is to observe how 

country potential growth correlates with the development of economy (Figure 3.3). 

 Making a conclusion of this step, it should be said that this is also a binary choice 

model (Probit) with pooled data. As a result, it should be mentioned that in this case a 

negative correlation is observed. Even though this correlation is too weak (R^2 is 

calculated to be 1.2% only), the coefficient is still significant. Thus, this effect should not 

be ignored. 

 Another step is to run a pooled OLS model to check the sign of coefficient to make 

further conclusions (Figure 3.4). This is basically to study general correlation of potential 

growth and indicators, since in panel model the countries` differences and time impact is 

included. Pooled data vanishes these effects and tests observations as cross-sectional. 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept -1.414***
Control of Corruption 1.517***

Observations 1220
Number of countries 61
Country FE No
Model specification Binary, probit
R^2 0.57

***p<0.01, **p<0.05, *p<0.1
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Figure 3.3 – Binary choice model of how potential growth impacts the 

development of economy 

Source: composed by author based on own calculations 

 
Figure 3.4 – Pooled OLS to test correlation of potential growth and “Control of 

corruption” 

Source: composed by author based on own calculations 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept 0.027
Control of Corruption -5.668***

Observations 1220
Number of countries 61
Country FE No
Model specification Binary, probit
R^2 0.01

***p<0.01, **p<0.05, *p<0.1

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept 5.428e-03
Control of Corruption 2.405e-03**
Political stability –
Regulatory quality –
Rule of Law –

Economy size -6.88e-02*
Price level ratio –
Total investment (% of GDP)2.283e-03***
Government presence -4.640e-04***
Trade (% of GDP) 2.610e-05*

Observations 1220
Number of countries 61
Country FE No
Model specification OLS
R^2 0.22

***p<0.01, **p<0.05, *p<0.1
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 In addition, two next figures depict the results of two other examinations. There 

were two pooled OLS models with same approaches to test Control_of_corruption even 

if controlling variables are excluded for two groups: developed and developing 

economies (Figures 3.5 and 3.6).  

 
Figure 3.5 – Panel model to test correlation of potential growth and “Control of 

corruption” among advanced countries 

Source: composed by author based on own calculations 

In both models the tested variable is statistically significant with positive effect, 

which means that there is indeed some of direct impact. However, even the R^2 is 

relatively low (R^2 = 5% within advanced countries and 8% within emerging countries), 

still the impact of those variables should not be ignored.  

As a result, based on received results, it can be stated that there is some positive 

correlation between potential growth and control of corruption. From all run models, only 

positive influence was observed. So, it will be concluded that even with low explanation 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept –
Control of Corruption 0.0294***
Political stability 0.0134**
Regulatory quality 0.0065
Rule of Law -0.0363**

Economy size –
Price level ratio –
Total investment (% of GDP) –
Government presence –
Trade (% of GDP) –

Observations 500
Number of countries 25
Country FE Yes
Model specification OLS
R^2 0.055

***p<0.01, **p<0.05, *p<0.1
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power for dependent variable, “Control of Corruption” will be included into the main 

model. As a result, the hypothesis about positive impact is proved.  

 
Figure 3.6 – Panel model to test correlation of potential growth and “Control of 

corruption” among emerging countries 

Source: composed by author based on own calculations 

  Moving to “Political Stability” variable, it also performed with a positive effect. 

On this occasion, it was assumed that it will be engaged in the model with the same 

channel of influence on potential GDP growth. This assumption is based on high 

correlation of political stability and control of corruption estimations (0.78). But it should 

be taken into account that this correlation represents the fact that countries with higher 

political stability have better control over corruption. Indeed, testing political stability 

estimation in the same way as with “Control of Corruption” showed that these two 

variables have the same effect in the model to explain the potential growth. But there will 

be further discussion on this variable. 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept –
Control of Corruption 0.0173**
Political stability 0.0138***
Regulatory quality 0.0004
Rule of Law  -0.0485***

Economy size –
Price level ratio –
Total investment (% of GDP) –
Government presence –
Trade (% of GDP) –

Observations 720
Number of countries 36
Country FE Yes
Model specification OLS
R^2 0.078

***p<0.01, **p<0.05, *p<0.1
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 Next focus of the examination is “Rule of Law” factor. It showed a negative sign 

of coefficient, which contradicts the issued hypothesis. 

 To start with, the “Rule of Law” variable will be run with different combinations 

of institutional factors. The intuition behind this step is to examine whether there are just 

conflicts between the variables or there is truly negative effect. On the table 3.2 the 

summarised results of five panel models are depicted with multiple combinations of 

institutional factors.  

 Table 3.2 – Summary of panel models with focus on “Rule of Law” factor 

№ Included variables 
Coefficient of 

Rule_of_Law 

Sign of the 

coefficient 
R^2 

1 

Control_of_corruption 

Political_stability 

Regulatory_quality 

Rule_of_law 

-0.048 negative 0.0658 

2 

Political_stability 

Control_of_corruption 

Rule_of_law 

-0.0476 negative 0.0657 

3 

Control_of_corruption 

Regulatory_quality 

Rule_of_law 

-0.041 negative 0.0454 

4 
Control_of_corruption 

Rule_of_law 
-0.0394 negative 0.0451 

5 Rule_of_law -0.0245 negative 0.027 

Source: composed by author based on own calculations 

 As it can be observed, in all mentioned cases the variable performed with a negative 

sign. Since it is a panel model, that means that “Rule of Law” throughout the observed 

period of time slows down the economy`s potential growth.  

 Even though, on next figures the pooled OLS models will be presented. They will 

also stand for vanishing countries` difference effect. As a result, it will be examined 
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whether rule of law make any importance to the potential growth at a point, not in a time 

loop.  

 So, next hypothesises will be dealing with obtaining again negative coefficient 

signs for “Rule of Law” variable. If this will become true, this variable will be tested 

separately with emerging and advanced countries as well. Next steps will be dealing with 

binomial models too. This will bring the research to the point to make a final decision on 

this variable. 

 Following to the pooled models, the results are presented on Table 3.3. But due to 

the fact that in only few of models the variable was statistically significant, its influence 

cannot be stated. However, in cases when it was indeed significant, the sign of coefficient 

was always negative.  

 Table 3.3 – Summary of OLS models with focus on “Rule of Law” factor 

№ Included variables 
Coefficient of 

Rule_of_Law 

Sign of the 

coefficient 
p-value R^2 

1 

Control_of_corruption 

Political_stability 

Regulatory_quality 

Rule_of_law 

-0.0099 negative 0.01 0.011 

2 

Political_stability 

Control_of_corruption 

Rule_of_law 

-0.005 negative 0.13 0.006 

3 

Control_of_corruption 

Regulatory_quality 

Rule_of_law 

-0.007 negative 0.08 0.005 

4 
Control_of_corruption 

Rule_of_law 
-0.002 negative 0.57 0.0005 

5 Rule_of_law -0.0006 negative 0.45 0.00004 

Source: composed by author based on own calculations 

 From the table above, it is obvious that estimating the influence of rule of law on 

potential GDP growth with Fixed Effects results in poor conclusions. Even though this 
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variable is sufficient in the panel data model, it does not give explanation to simple OLS 

models.  

 Running identical binary choice model (how “Rule of Law” influence the 

possibility that the country is developed or developing) resulted in similar results as it 

was in case of estimations for control of corruption estimations (Figure 3.7). 

 
Figure 3.7 – Binary choice model of impact of “Rule of Law” on country`s 

development 

Source: composed by author based on own calculations 

 With 58% of R^2 ration, this means that, as in the case of “Control of corruption” 

factor, higher estimation of law abidance in the country means that more likely this 

country is developed. Having said this, it would be a logical conclusion for Rule_of_Law 

to have negative sign as well in the main model. But it should be taken into account that 

in panel data model the influence is observed in the time loop. In pooled data models the 

factor of time is eliminated, and all observations are calculated like in cross-sectional 

model.  

 Other steps regarding testing whether the focused coefficient is truly negative are 

dealing with looking at how this variable performs with dropping other variables. 

 Firstly, it was tried to drop out “Control of Corruption” variable. As it was 

mentioned previously, it was found that Rule_of_law and Control_of_corruption 

correlates. The expectation is that “Rule of Law” factor will become positive as 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept -1.898***
Rule of Law 1.859***

Observations 1220
Number of countries 61
Country FE No
Model specification Binary, probit
R^2 0.58

***p<0.01, **p<0.05, *p<0.1
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Control_of_corruption is eliminated. The Figure 3.8 summarises the output of a run 

regression. It is the same main panel data model, with one variable dropped. 

 
 Figure 3.8 – Model with variable “Control of Corruption” excluded 

Source: composed by author based on own calculations 

 As a result, the negative sign of coefficient remained to be present. What is more, 

it might be observed that another factor (regulatory quality estimation) lost its statistical 

significance, which of course was not expected. Indeed, it was assumed that dropping one 

coefficient will result in statistical significance of other, but they will change totally by 

the level of dropped factor.  

 In case of dropping “Rule of Law” from the main model resulted it identical results: 

one of the variables lost its significance and other variables change by the level of “Rule 

of Law” coefficient (Figure 3.9). As it was in the previous example, the sign of remained 

coefficients has not changed, but decreased slightly.  

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept –
Control of Corruption –
Political stability 5.53e-03*
Regulatory quality -4.40e-03
Rule of Law -1.20e-02*

Economy size -4.75e-01***
Price level ratio -3.23e-e02***
Total investment (% of GDP)2.28e-03***
Government presence -2.37e-03***
Trade (% of GDP) -2.09e-04***

Observations 1220
Number of countries 61
Country FE Yes
Model specification OLS
R^2 0.327

***p<0.01, **p<0.05, *p<0.1
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 Figure 3.9 – Model with variable “Rule of Law” excluded 

Source: composed by author based on own calculations 

 The same results were gained after omitting “Regulatory Quality” and “Political 

Stability” ratios. The following procedures were dealing with testing for the correlations 

of all institutional variables. The results, which pointed to constant positive correlations, 

moved to the conclusion that there can be a positive multicollinearity. However, in this 

case variables would have lost its statistical significance. Moreover, R^2 ratios also 

increased, so all institutional variables are included with the coefficient signs as they are 

stated in the main model. 

 In conclusion to institutional variables, they can be split up into 2 groups: 1 – with 

estimations of control of corruption and political stability; 2 – regulatory quality and rule 

of law estimates. These groups can be considered as complimentary, and even though 

they did not sharply increase the explanation of the model, their significance is proved to 

be sufficient. Thus, their effect should not be ignored. 

Sample 2000-2019
Dependent variable Potential GDP growth
Variables:

Intercept –
Control of Corruption 9.96e-03*
Political stability 3.48E-03
Regulatory quality -1.59e-02***
Rule of Law –

Economy size -5.01e-01***
Price level ratio -3.32e-e02***
Total investment (% of GDP)2.33e-03***
Government presence -2.46e-03***
Trade (% of GDP) -2.15e-04***

Observations 1220
Number of countries 61
Country FE Yes
Model specification OLS
R^2 0.327

***p<0.01, **p<0.05, *p<0.1
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 As a result, it is proved for institutional development to have significance in 

influencing the potential GDP growth. Still, the remained question is why “Regulatory 

Quality” and “Rule of Law” regressors point to negative correlation. This can be 

explained by sort of data and sample size. It may be argued that 20 years of observations 

is small to make conclusions, but even conducted pooled OLS models performed same 

results. Thus, it can be considered that positive effect might better work for countries with 

initial low development of institutions. 

 Still, it was observed that political stability and controlling corruption indicators 

solidly proved to have positive effect on potential growth. This also can be explained that 

these variables describe the country from the point of view, when less money are stollen 

from economy and there is more confidence in the future. Particularly, those effects are 

important for development of Ukraine which is known to have frequently revolutions 

(1991, 2003-2004, 2013-2014 years) and other destabilising actions. 

For example, controlling corruption and improving political stability (after 

considerable fall in 2014) in long run may increase Ukrainian potential growth by 

increasing confidence of investors which results in higher investments into economy. 

Consequently, investing factor was also proved to increase the potential growth. 

Nevertheless, taking into consideration the Rule of Law and Regulatory Qualities 

indicators and their impacts, it might be discussed why their coefficients are below zero 

as well. It was assumed to have two possible explanations: 1) those two indicators 

consider the abidance of law and partially how bureaucratic country is; 2) it is tough to 

explain short-term correlation of both estimates. 

By first explanation it is meant that abidance of law might limit the freedom of 

economic development slowing this down. Another possible explanation is dealing with 

the fact that this data demands more time range (it is available from 2000). In short run, 

the institution`s development does not change significantly, as these are long processes. 

As a result, the effect is present and it is significant, but the impact is an open question, 

even if Rule of Law showed inverse correlation in multiple models. Furthermore, as it 

was discussed in Literature Review section, institutions might be considered as factors of 

production. This means that their effect might be inversed due to indirect impact. 
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CONCLUSIONS 

 
 
 To make a conclusion, the work is aimed to observe correlation between country`s 

institutional development and its potential economic development. The first chapter 

“Literature Review” theoretical background, importance and role of potential GDP was 

considered. The examples showed how potential GDP is used for monetary planning and 

consequences of miscalculations. It was also discussed the influence of institutionalism 

in modern economies as well as impact of institutional development on country`s 

potential growth. As it was reviewed, Karl Polanyi considered institutions as part of 

economy created as a tool to amortise economical fluctuations, unite its branches and 

form future vector for development. Thus, their impact must be sufficient for long-term 

development. In addition, newer articles present that institutional development makes 

bases for economic growth. Furthermore, from historical point of view institutional 

advance proving to be one of the factors to enable country`s growth and it inhibits 

development otherwise.  

 The “Methods and Materials” section provided the used approaches and variables 

considered to conduct the regressions. In general, the presented models were calculated 

based on panel data which consists out of 61 countries with 20 years of observations 

(2000 – 2019) which resulted in 1220 total observations with country fixed effects. For 

testing the correlation of institutional indicators and potential economic growth 9 

indicators were considered (4 – institutional and 5 – controlling (macroeconomic)). All 

variables were tested on heteroscedasticity and in case of positive result, GLS models 

were run with further conclusions. 

 The last chapter “Results” summarises the procedures and outputs of models and 

provides conclusions of explanatory variables` impacts on potential country`s growth. As 

a result, it is proved for institutional development to have significance in influencing the 

potential GDP growth. Even though that the explanatory power of institutional variables 

was not strong enough, they have statistical significance. This is the result of model 

specification: in panel model institutional variables were to define the 𝑢!-term (zero 

coefficient), which indicates a kind of the initial level of country`s growth. Due to the fact 
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that institutional variables are to some extent time-irrelevant (they do not fluctuate 

throughout the time), such variables are not sufficient to control GDP growth rates. Still, 

their influence should not be ignored.  

 It was also found that higher institutions` estimates are more likely among 

developed countries. What is more, by adding institutional variables resulted in positive 

impact of two variables and two others performed with negative coefficients. As a result, 

4 institutional variables were split into two groups, which can be considered as 

complimentary. Their effect should not be ignored, even though they did not sharply 

increase the explanation of the model.  

Still, as it was observed from figure in the first chapter, Ukraine is far under world`s 

trends of institutional development. As a result, Ukraine has vectors for developing, not 

only from economic point of view, but also from the point of view of institutionalism.  

Furthermore, it is hard to define the most crucial indicator for institutional 

development from the presented models due to data type and model specifics. And taking 

into account conclusions of research results, it should be mentioned that developed 

institutions are more likely for developed countries. What is more, considering the fact 

that institutions may be considered as an additional factor to increase the efficiency of 

production in the country and knowing the level of Ukrainian institution estimations, it 

should be mentioned the importance of institutional development in long-term run.  

As a result, this research proves the importance of institutionalism as a one of the 

factors that impacts the potential growth. And based on panel models, it is possible to 

explain potential level of development in the country, but as it was described, due to the 

fact that institution indicators do not fluctuate significantly from year to year, it is 

impossible to explain changes of potential GDP growth in time on high level. Still, those 

variables are to define cross-country difference. 
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