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Shadow removal problem

• Shadow removal is a challenging 
problem which demands 

detecting shadow first and filling 

it using background information.

• Detected shadows can help with 
better scene understanding[1,2]. 

However, they degrade the 

performance of downstream 
computer vision tasks as object 

detection[3], tracking[4] etc.

Figure 1: It is hard to tell from local 

perspective where the shadow region is 

located[5].



Current state of research
• Nowadays, the sphere is dominated by deep learning approaches. However, most of 

them relies on tediously annotated datasets where one needs to fix the camera and 

add/remove the objects to obtain the pair of shadow and shadow free images.

• We also argue that this approach is constraining the complexity of scenes and might 

expose undesired discrepancy in illuminance and color (see Figure 2).

• For that reason we  conducted research on using unsupervised learning for shadow 

removal.

Figure 2:

Change in color 

between shadow and 

shadow free images 

comparing non-shadow 

regions.



Method
• We trained four generative adversarial networks in a single end-to-end 

framework with cycle consistency losses. Multi context aggregation and 

attention modules are presented for more efficient shadow removal.

• Dilated convolutions are used to extend the receptive field at the 
second part of the bottleneck layer (see Figure 3, next slide) which 

helps with more efficient shadow removal.

• Attention module is integrated in both generator and discriminator to 

help distinguishing between domains. We also use attention maps to 
generate shadow images in the inverse transform generator.

• Shadow generator network is conditioned with attention map and 

shadow binary mask received from shadow removal network to raise 
the generalization capacity.



Method

Figure 3: Shadow removal generator Figure 4: Shadow free Discriminator



Results
• We conducted experiments on proper use of dilated convolutions coupled 

with attention modules. Dilated convolutions did not give gain in quality 

however we proceeded using them with attention.

• Attention modules allowed to reach significantly better results in shadow 
removal(presented by first two columns in Table 1) while degrading the 

detection performance.

• Our generative attentional networks show capacity outperforming the 

existing approach in shadow removal task.

Table 1:

Quantitative comparison of 

different experiments. All models 

are evaluated on validation set. 

RMSE indicates error in shadow 

removal while IOU — shadow 

detection quality. Values in bold 

show best score.
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Results analysis
• One could see a strong evidence that there is a trade-off between 

shadow removal and detection performances.

• We discovered that solutions with attention module presents instability 

issues whilst drastically improving shadow removal. However, they 
suffer from over detection and corruption in generated samples. 

• On the other hand, solutions with no attention are better in shadow 

detection, but struggle to efficiently use background information, thus 

being worse in removal task.



Future work
• After analyzing the results, we assume that over detection problem 

arises from signal vanishing in the bottleneck layer. For that reason, we 

will look into using the multiple skip-connections that might be crucial in 

end-to-end learning.

• To cope with stability and consistency issues, we will research different 

normalization techniques that proved to be successful in generative 

methods.

• Last but not least, style generators have showed capacity for general 
purpose usage. That is why we would try them to encourage the 

networks to save the global context in generated samples.

• We will extend our approach to datasets with more complex scenes to 
better understand its application to real-world problems.



Conclusion
• This work presented a solution to unsupervised shadow removal problem 

with the use of generative adversarial networks with attention modules 

and multi context aggregation. 

• Our network produces better results compared to the existing approach 

in the field. 

• Analysis showed that attention maps obtained from auxiliary classifier 

encourage the networks to concentrate on more distinctive regions 

between domains. 

• However, GANs demand more accurate and consistent architecture to 

solve the problem in a more efficient way. 

• We have also showed how attention modules can improve the quality of 

shadow removal while introducing the problems with the shadow over-

detection. For that reason we will research further to address this 

problem.



Thank you!
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