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NON-UNIFORM SIMULATION MODELING
OF A LARGE-SCALE CABLE PLANT

Building data-over-cable networks (DOCN) provides highly functional and efficient infrastructure
which enables supplying Internet or other information services to large numbers of customers which con-
nect to network with cable modems. Contemporary DOCN may include millions of cable modems there-

Jfore the task of managing the network is rather complicated. To provide a proper control of DOCN a spe-
cial set of hardware and software tools is used which may be referenced as a cable plant managing unit
(CPMU).

1t is significant that any newly designed CPMU be thoroughly verified in all aspects of its operation
before using it in a real DOCN. To perform such verification CPMU being verified must be put in an en-
vironment which resembles real DOCN as close as possible.

As DOCN include a great number of cable modems and expensive cable modem termination systems
(CMTYS) it is practically impossible to provide a large-scale DOCN for laboratory testing. On the other
hand it is undesirable to perform any elaborate tests using any real running DOCN with multiple custom-
ers being connected as it may lead to degrade in the quality of service.

Possible solution for the verification of CPMU for a large-scale DOCN is using a cable plant simula-
tion system (CPSS) which helps to perform all the necessary checking and verification of the CPMU
without using a real DOCN.

Introduction additional services such as servers of Dy-
namic Host Configuration Protocol (DHCP),
Figure 1 illustrates the basic diagram of data- Trivial File Transfer Protocol (TFTP) and
over-cable network (DOCN). Time-Of-Day (TOD);
DOCN incorporates the following parts: - cable plant which incorporates multiple ca-
- cable plant managing unit (CPMU); ble modems.
- head end which incorporates multiple cable CPMU performs cable plant management through

modem termination systems (CMTS), and SNMP negotiation with CMTS and cable modems.
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Figure 1. Data-over-cable network (DOCN)
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There are three aspects of CPMU operation that
need to be tested:

- protocol verification,

- logic verification,

- performance capability.

Protocol verification is aimed at checking
CPMU accordance with standard specifications
such as SNMP. Timing and standard SNMP opera-
tions over local area network (LAN) connection are
checked at this stage.

Logic verification considers checking whether
the CPMU operates strictly according to imple-
mented algorithms and is free from unpredictable
and uncontrolled states (deadlocks, etc.).

The target of testing the performance capability
is to verify whether the system being tested is
capable to handle expected load and may be used
to manage DOCN of particular scale.

In order to provide CPMU testing in all of the
mentioned aspects a special simulation module
is provided which closely simulates the DOCN
environment to CPMU being tested. CPMU
and simulation module to which CPMU is con-
nected form an integral environment which is
referenced as a cable plant simulation system
(CPSS).

The demands to CPSS include:

- identity of network interface between CPMU
and simulation module to the interface for
CPMU in areal DOCN;

- simulation of all kinds of events and modes
of operation of DOCN;

- simulation of operation of DOCN of various
scales with various numbers of cable mo-
dems and CMTS;

- real-time simulation in accordance with tim-
ings of a real DOCN of any particular scale;

- convenient and efficient operator's interface
which provides setting the properties of as-
sumable DOCN, starting particular tests and
getting their results as well as exhaustive on-
line monitoring.

It is also highly desirable that CPSS reflects the

current state-of-the-art in DOCN design as well as
possible trends in future DOCN development.

Approaches

The most significant and complicated part of
CPSS development is providing "realistic" simulation
of SNMP negotiation between CPMU and cable plant
without using of real cable modems.

DOCN in general presents a particular case ofa
concurrent process system. There are several
known approaches to simulate concurrent process
systems using software models executed on high-
performance computers and computer clusters.
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The Scalable Simulation Framework (SSF) [1]
is a Java and C++ based API for the description of
network models. The objectives of SSF are to pro-
vide a standard of discrete event simulation of large
complex systems.

Dartmouth SSF (DaSSF) [2] is a process-
oriented, conservatively synchronized parallel
simulator, which is designed for simulating large
scale multi-protocol communication networks.
DaSSF is a C++ implementation of Scalable Simu-
lation Framework (SSF). DaSSF runs under a vari-
ety of architectures including SGI IRIX, SUN So-
laris, DEC OSF, Linux and Windows. Paralleliza-
tion is supported through shared memory on all
these platforms. DaSSF also supports parallel
simulation on distributed memory clusters.

MIMIC Simulator Suite [3] developed by
Gambit Communications ™ creates a customiz-
able virtual environment populated with devices
like routers, hubs, switches, probes, cable mo-
dems and workstations. The MIMIC Simulator
suites include C++, Java, Perl, Tel modules for
simulating particularly general SNMP objects
and cable modems.

The AdventNet Simulation Toolkit [4] provides
a comprehensive set of tools for creating a simu-
lated environment. It supports setting up a simu-
lated agent and simulating an entire network in
Windows, Linux and Solaris. In addition it pro-
vides a rich set of utilities which help in setting up
a simulated network.

Such simulation systems which are based on
executing integrated software model on a single
computer or cluster we reference as uniform simu-
lation systems.

Common drawback of uniform simulation sys-
tems which eliminates their effective usage for ca-
ble plant simulation is that while simulating closely
the algorithms of DOCN they are not able to pro-
vide simultaneously equally realistic simulation of
all the levels of DOCN operation ranging from
low-level network negotiations to high-level proc-
esses with real timings. Based on developing the
integral model consisting of smaller components
models they require simulation of low-level com-
ponents to provide "realistic”" low-level operation
simulation. Obviously, low-level simulation of large-
scale systems requires vast processing resources.

The proposed approach referenced as a non-
uniform simulation system considers decomposing
the whole simulation system into multiple layers
each of which is responsible for a particular level
of simulated system operation. Different layers are
implemented independently possibly using differ-
ent hardware and software basis. The parts respon-
sible for the simulation of the lower levels may be
implemented using custom equipment that provides
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Figure 2. Cable Plant Simulation System (CPSS)

necessary performance at those levels of opera-
tion. Also for simulation of high-level algorithm of
operation it is suitable to use uniform simulation
systems.

Architecture

Figure 2 illustrates the basic diagram of CPSS
implementing a non-uniform simulation approach.

CPSS incorporates the following components:

- CPMU;

SNMP database interface;
SOL database;

- logic simulator,

- operators interface.

SNMP database interface, SQL database and
logic simulator present three layers of simulation.

SNMP database interface incorporates mainly
hardware components which provide low-level
LAN interface to CPMU and operate at a speed of
a real cable plant. SNMP database interface per-
forms the conversion of the control instructions
passed from CPMU to head end and cable plant
into the data setting or retrieval requests for the
SOL database. It also converts the data retrieved
from the database into the form similar to response
of head end and cable plantto CPMU.

SOL database stores the control information in
accordance to SNMP Management Information
Base (MIB) of cable modems and CMTS.

Logic simulator provides the simulation of the
operating algorithm of cable plant. It checks the
data in SQL database for the instructions from
CPMU and sets data to be passed to CPMU.

CPSS may be used for simulation in its com-
plete architecture or partially depending on the task
of simulation.

‘When simulating only the SNMP basic negotia-
tion CPSS may incorporate only SNMP database
interface. SNMP instructions from CPMU are ac-
cepted by the SNMP database interface but no ac-
tion is taken. Some void values are passed to
CPMU on the requests for SNMP data.

More elaborate simulation adds to CPSS SQL
database. The structure enables to simulate the
exchange of more or less "realistic” data. Operation
of CPMU with any particular MIB may be simu-
lated in this configuration.

Adding the logic simulator which is able of
analyzing and changing the data in the SQL data-
base makes the CPSS perform SNMP negotiation
absolutely similar to real cable plant.

All the components of the CPSS are controlled
and monitored via the operator's interface implemen-
tation of which is beyond the scope of this paper.

Implementation

SNMP database interface may be implemented
as a single or multiple UNIX hosts connected with
a switch.

SOL database may be implemented as a single
database engine or database cluster.

Logic simulator implementation may incorpo-
rate some uniform simulation system, for example
discrete-event or fluid-flow simulation models. It
may also use application-specific software mo-
dules such as front-end block of Simulation Frame-
work "DOCSIS compatible inquire converter and
response shaper”. Logic simulator may run on
distributed processing system, which consists of
a collection of interconnected stand-alone com-
puters operating as a single integrated computing
engine.



Conclusions

The task of verification of CPMU for contem-
porary DOCN requires a high-performance simula-
tion system that provides realistic modeling of a
cable plant with real timings.

Developing of such a system based on uniform
simulation system involves considerable amount
of expensive high-performance hardware compo-
nents such as super-computers and computer clus-
ters.

Presented approach of using non-uniform simu-
lation system enables decomposition of the devel-
oped simulation system into several layers each of
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vides the possibility of using them in various sets
therefore enabling testing of any particular aspects
of CPMU operation.

Independent design of every layer facilitates the
task of providing high scalability. The components
that most influence the timing of negotiations be-
tween CPMU and cable plant - SNMP database
interface and SQL database may incorporate mul-
tiple independent nodes operating in parallel.

The simulation of low-level aspects of cable
plant operation is moved to appropriate layers and
therefore logic simulator may be developed at the
most possible abstract presentation of cable plant
operation. That considerably reduces the require-

which simulating different aspects of cable plant
operation. Independent design of every layer pro-

ments for computing performance and complex-
ness of logic simulator.
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Cunsecexuii O. JI., Yepkacos /I. 1., Kupunko B.

HEOJHOPIJIHE IMITAIIIMHE MOJEJIOBAHHA KABEJBHUX MEPEX
BEJIUKOI'O PO3MIPY

Texnonoein kabeavrux mepesc: nepedaui 0aHUX 3yMOBAIOE MONCAUBICMb CIMBOPEHHS BUCOKOPYHKUIOHA-
AbHUX ma epekmusHux iH@pacmpyKkmyp oas HadauHs nocaye Inmeprnem abo inwux iHgopmayiiinux no-
caye eaukiil Kinbkocmi cnoscusauis, wjo nid ‘€0nani 0o mepedici 3a donomoeoro kabeavHux modemis. Cy-
uacHi KkabeawvHi mepedsici nepedaui 0aHUX MONCYIb MICIMUMU MINbIOHU KabeabHux modemis. /s kepysaH-
Hsl Mepedcero UKOPUCIO8YIOMbCS 8UCOKONPOOYKMUBHI Ma CKAAOHI MeXHIYHI 3aco0u, Ki ymeoproHmy
KOMNAeKC Kepy8aHHs KabeabHO Mepedcero. Bioraeodxicenns maxkux komniekcie y 1a60pamoprux ymoeax
€ Ha038UYAlHO CKAAOHUM 3A80AHHAM, W0 NOG SI3AHO 3i CKAAOHICMIO MOOEAIOBAHHS PeaNbHO20 Cepedosl -
wia pynkyionyeanus komnaexcy. Ilpononyemocs dexomnosuyis 3ada4i Mooenro8ants KkabeavHoi mepesici
3 BUKOPUCIMAHHAM OKPEeMUX 3ac00i6 0151 MOOeA08AHHS PI3HUX acneKmie il (hyHKUIOHY8aHHs. 3anponoHo-
8AHI KOMNOHEHMU MOoOei IHme2po8aHi 6 EOUHY cucmemy MoOento8anHs KabeavHoi mepedici nepedaui da-
Hux. I1ioxio 3a6e3neuye dobpe macuimady8arHHs CUCEMU MOOEAIOBAHHS, W0 HAOAE MONCAUBICIb MeChy-
B8AHHA HABAHMAICYBANbHOI CNPOMOICHOCMI KOMNACKCI8 KEPYBAHHAL.
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