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Abstract. A new algorithm for calculating the triangular orthogonal decom­
position of matrices is proposed. It differs from previously known algorithms 
by the smallest asymptotic complexity.

Introduction
The problem o f the orthogonal decomposition o f matrices is still known as the QR- 
decomposition problem. It is one o f the subtasks that are associated with spectral 
decomposition. Given the matrix A, it is required to represent it as a product o f two 
factors, A = Q R , where Q is a unitary matrix (orthogonal in the case o f real num­
bers), R  is an upper triangular matrix. The algorithm o f the QR-decom position 
should not be confused with the QR-algorithm, that is the algorithm for calculat­
ing the spectrum of the matrix (singular value decom position). There are a large 
number o f different approaches [l]-[4] to the problem o f computing the orthogonal 
decomposition, including fast recursive algorithm [5]. However, the best-known 
algorithms in terms o f the number o f operations are algorithms that have cubic 
complexity. In this paper, we consider an algorithm of orthogonal decomposition, 
which has the complexity o f matrix multiplication.

Let A  be a matrix over a field. It is required to find the upper triangular 
matrix R  and the orthogonal (unitary if the initial field is a field of complex 
numbers) Q matrix such that A =  QR.

For definiteness, we will consider an algorithm applied to a square matrix 
A  over a field of real numbers.

Consider the case of a 2 x 2 matrix. The desired decomposition A  =  Q R  has 
the form:

c — s
s c

a b 
0 d

where the numbers s and c satisfy the equation s2 +  c,2 1 .
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After multiplying from the left o f both  sides o f the equation by the inverse 
matrix Q- 1 =  QT , we get: QTA =  R.

If y =  0 then we can set c =  1, s =  0. If 7 =  0, then A  =  a 2 +  72 > 0 . 
Then we get ca +  sy =  a, c j — sa =  0 and c =  aa/A , s =  a y /A .

Therefore, 1 =  s2 +  c2 =  a2/A  hence |a| =  vA  c =  a /\ /A , s =  y /v A
We denote such a matrix Q by ga ,Y-

1. Sequential QR decomposition

Let the matrix A  be given, its elements (i, j ) and (i +  1 , j ) be a mid 7 , and all the 
elements to the left o f them be zero: V(s <  j ) : (ais  =  0) & (ai+1,s =  0).

Let Gi,j =  diag (1i - 1, ga ,Y, 1n - i - 1). Then the matrix Gi,jA differs from A 
only in two rows i and i +  1 , but all the elements to the left o f the column j  remain 
zero, and in the column j  in i +  1 line will be 0 .

This property o f the Givens matrix allows us to formulate such an algorithm

Algorithm

(1 ) . First we reset the elements under the diagonal in the left column:

A 1 =  G 1,1G 2,1 ...G n - 2,1 G n - 1,1A

(2 ) . Then we reset the elements that are under the diagonal in the second column:

A 2 =  G 2,2 G 3,2 ...G n -2,2G n -1,2A 1

(k). Denote G (k) =  Gk,kGk-1,k...Gn- 2 ,kGn- 1,k, k =  1, 2 ,.., n — 1. Then, to calcu­
late the elements of the k th column, we need to obtain the product o f matrices

Ak =  G (k) A k -1.

(n -1). At the end o f the calculation, the element in the n — 1 column will be reseted:
A n - 1 =  G (n - 1) A n - 2 =  G n - 1,n -1 A n - 2 .

You can find the number o f operations. It is necessary to calculate the (n2 — 
n )/ 2  turn matrices and for each of them 6 operations must be performed, when 
calculating A 1, the number o f multiplications o f the Givens matrices into columns 
o f two elements (4 multiplications and 2 additions) is (n — 1)2. W hen calculating 
A 2, the number o f such multiplications is (n — 2)2, and so on. As a result, we get

6 (n2 — n ) /2  +  6 ^  i2 =  3n2 — 3n +  6 (n — 1)(2n — 1 )n /6  ^  2n3
i = 1. .n -1

Here we count the number of all arithmetic operations and the operations o f ex­
tracting the square root.
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2. QRg decomposition

Let a matrix M  of size 2n x 2n be divided into four equal blocks: M  =

There are three steps in this algorithm.
Algorithm

(1) . The first stage is the QRg decomposition of the block C:

C =  Q 1C1, M 1 =  d iag (/, Q 1)M  =  f ^  ^

(2) . The second stage is the cancellation of a parallelogram composed of two trian­
gular blocks: the lower triangular part AL of the biock A and the upper triangular 
part Cj7 of the bio ck C^. Denote the upper triangular matrix A 1 and annihilating 
matrix Q2:

A  B  
C  D

( C i )  =  (  t )  - M 2 =  = (  Ao‘ £ )  .
(3). The third stage is the QRg decomposition o f the B 2 block : B 2 =  Q3D 3.

R  =  diag(/,Q 3)M 2 = Ai Bi
0 D3

As a result, we get:

M  =  QTR, Q =  diag( /, Q3)Q2 diag( /, Q1).
Since the first and third stages are recursive calls of the QRg -procedures, 

it remains to describe the parallelogram cancellation procedure. Let’s call it a QP 
decomposition.

3. QP-decomposition

Let the matrix M  = A 
B  U have dimensions 2n x n and, at the same time,

the lower unit B 7 of size n x n, n -countable, has an upper triangular shape - all 
elements under its main diagonal are zero. We are looking for the factorization of

/ A u \the matrix M  =  Q P =  Q ( 0 ]> w^h the orthogonal matrix Q.

It is required to annul all elements between the upper and lower diagonals 
of the M  matrix, including the lower diagonal. It is easy to see that this can be 
done with Givens matrices. We will consistently perform column invalidation by 
traversing column elements from bottom to top and traversing columns from left 
to right.

But we are interested in the block procedure. Since n is even, we can break 
the parallelogram formed by the diagonals into 4 parts using its two middle lines. 
We get 4 equal parallelograms. To cancel each of them, we will simply call the
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parallelogram cancellation procedure 4 times. We will perform the calculations in 
this order: the bottom left (Pld), then we simultaneously cancel the top left (Plu) 
and the bottom right (Prd), and last we will cancel the top right ( Pen). The 
corresponding orthogonal Givens matrices of size n x n are denoted Qld. Qlu. Qrd 
and Qru. Let

QId — dІag(/ n/ 2, Qld, In/2) , Qru — diaS (1n/2, Qru, In/2) ,

As a result, we get:

Q — Qru dІag(Q1u, Qrd)QId

The number of multiplications of matrix blocks of size n /2 x n /2 is 24. 
Hence the total number of operations: Cp (2n ) — 4Cp(n ) +  24M (n /2 ) .. Suppose 
that for multiplication of two matrices of size n x n you need 7n^ operations 
and n — 2k, then we get: Cp(2k+1) — 4Cp(2k) +  24M (2k -1) — 4kCp(2 : ) +
2 4 Æ t o  4k -i-1 2id =  247 (n2/ 4 ) +  6n2 =  67' nf c ÿ  +  6n2

Cp(n) =
67 n^

2d(2d -  4) +  -

Y
2d — 4 )

4. The complexity of Q R g decomposition

Let us estimate the number of operations C(n) in this block-recursive decom­
position algorithm, assuming that the complexity of the matrix multiplication is 
M (n) — 7n^, the complexity of canceling the parallelogram is Cp(n) — an^, where 
a, ^, 7 are constants, a — (2*7- 4^ ^ n — 2k:

C (n) — 2C (n/2) +  Cp(n) +  6M  (n/2) — 2C (2k-1) +  Cp(2k) +  6M  (2k-1) —

k k
C (20)2k 2k -iCp(2i) + ^ ]  2k -iM (2i-1 )

i=0 i=0

k k
=  a 2k -i2id + 6y ^  2k-i 2(i-1)d =

i=0 i=0

k
(a2k +  6y 2k-d ) J ^ 2i(d-1)

i=0

0 2d nd 
(a  +  6Y2 -d  ) ^ - r

2n
2

Y6(2d -  3)(nd -  )
(2d -  4)(2d -  2)

Conclusion

Thus, presented algorithm has the complexity of matrix multiplication. If we apply 
the standard matrix multiplication (2n3 operations for the matrix n x n), then we 
need only ^  2.5n3 operations.
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