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INTRODUCTION 

Among multicriteria problems connected with decision support [1-4], which 

very often occur in practice, the problems of alternatives choosing stay actual [5-7]. 

Mathematically, such problems are described by a set of alternatives and all of them 

are given the values of certain parameters (criteria). The solution of this problem is 

an alternative which has the best (as a whole) criteria values, which generally are 

distinct in significance.  

As a rule, people always try to make the best choice. But people’s opportunities 

to analyze information in a deep way are not unlimited. Nowadays, it is felt 

especially, because humanity gradually enters the era of the informational society, 

when, on the one hand, we receive more and more knowledge about the world 

around us, and on the other hand, we don’t have enough time to reconsider this 

information, because we are often forced to make decisions under time constraints. 

What is the solution? To my mind, the situation could be improved by “smart” 

computer programs with an easy interface, which would play the role of assistants. 

Obviously, over time these kinds of software systems would become more and more 

demanded, indicating of relevance and prospects of these researches. 

Object of research is optimal decision support process for semistructured 

(slightly formal) multicriteria optimization problems. 

Subject of research is mathematical model and method for solving 

semistructured problems of multicriteria optimization. 

Goal of research is to develop the optimal decision support system for solving 

semistructured problems of multicriteria optimization, which can be used by 

individual or collegial body who take responsible decisions. 

The next research problems are solved in this work: 

1) to implement the process of solving the problem connected with finding an 

alternative which has the best (in total) criteria values as a software system; 

2) to develop and implement the algorithm, which generates recommendations 

(“guidelines for actions”) for any of alternatives which lost so that the 
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observance of them will guarantee the winning for this alternative. 

To achieve the goal, following research methods are used in this work: 

1) the analytic hierarchy process (hereinafter AHP) – to formalize 

semistructured multicriteria optimization problem and to find an optimal 

solution;  

2) mathematical programming methods  –  to formulate recommendations 

for alternatives which lost so that the observance of them will guarantee 

the winning; 

3) verification test – to debug the software system and to develop the user-

friendly interface oriented toward non-professional users. 

Review of decision support systems (including semistructured problems solving 

systems) can be found in works [8, 9]. Currently existing software tools, which solve 

this class problems are limited only by finding the best alternative, whereas the 

proposed system also (in addition to solving this problem) allows to develop 

instructions (“guidelines for actions”) for any of losing alternatives so that the 

observance of them will guarantee the winning for this alternative. This is the main 

result of the work. 

Functionally, the software system consists of two main parts: the first finds the 

best alternative by the AHP, the second generates for any other alternative 

“guidelines for actions” (by developed algorithm). 

The work has both new theoretical and practical results. 

The main scientific result of the work is the algorithm for solving those 

multicriteria optimization problems, in which alternatives can change (improve) their 

states. I developed new algorithm, which allows to receive recommendations for any 

of losing alternatives so that the observance of them will guarantee the winning for 

this alternative. 

The practical significance of the work is reflected in construction of complete 

software product, which can be used by people who make responsible decisions (in 

various areas of human activity). 

The software system is developed in an integrated environment Delphi 7 in 



7 

 

accordance to the concept of Graphical User Interface (GUI), so the proposed system 

has user-friendly interface intended to non-professional users. 
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CHAPTER 1. Analytic Hierarchy Process 

The AHP [5] was developed by American mathematician T. Saaty in 1980. 

Nowadays AHP is one of the best known methods for solving semistructured 

problems of multicriteria optimization, connected with making important decisions. 

Its main stages are: 

1. Structuring the problem of choosing the best alternative in the form of 

hierarchy. In a minimal form such kind of hierarchy should consist of 

three levels: the goal of problem (the first level), through criteria which 

are taken into account when solving the problem (the second level) to 

alternatives, from which we should choose the best (the third level). This 

AHP stage is called “The principle of identity and decomposition”. 

2. Pairwise comparisons between elements of the same hierarchy level from 

the perspective of their influence on the hierarchy element located the 

level above. The name of this stage is “The principle of discrimination 

and comparative judgments”. 

3. Receiving local priorities of the hierarchy elements located on the same 

level; they characterize the relative influence of the elements located on 

the same level on the element located at the higher level.  

4. Receiving global priorities for all alternatives; algorithm takes into 

account local priorities calculated previously. In fact, this is the final stage 

of solving the problem, i.e. the alternative with the highest global priority 

is the best. Stages 3 and 4 together called “The principle of synthesis”. 

Let’s consider the essence of each step in more detail. 

1.1. Identity and decomposition principle 

The process of problem structuring executing by people who make important 

decisions may need carrying out additional analysis to be sure that criteria and 

alternatives cover all existing preferences of discussion participants and constructed 

hierarchy represents them adequately. It is not necessary for all participants to come 
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to an absolute agreement in the planning process, because further the process 

participants express their vision of “importance” (or weight) of the hierarchy element 

during the pairwise comparisons realization. And if somebody of discussion 

participants considers that the element is not essential, then he would estimate it in an 

appropriate way. It means that AHP can be characterized as “democratic” method.  

1.2. Discrimination and comparative judgments principle 

After constructing hierarchy, the following question arises: “How to establish 

criteria priorities and evaluate all alternatives according to these criteria to choose the 

best of them?” 

1.2.1. Pairwise comparisons 

The hierarchy elements of one level are compared pairwise with regard to their 

influences on the hierarchy element located the higher level. Comparing the elements 

with each other, we have a square matrix of the following form: 

 

   
    
   

   
    
   

 
  
 

   
    
   

 , where     
 

   
   , 

i.e. the reverse compatibility property is valid for the matrix (the indices   and   

denote the row and column respectively). 

Let            be the set of    elements and            be values of their 

importance; their pairwise comparisons are shown in Table 1. 

Similar matrices should be built on other hierarchy levels. For example, if the 

hierarchy consists of three levels (level of the goal, level of criteria and level of 

alternatives), where   is an amount of criteria,   is an amount of alternatives, then 

we have        square matrix of pairwise comparisons: one      matrix and     

    matrices. 

1.2.2. The recommended scale for pairwise comparisons 

To be able to describe subjective pairwise comparisons numerically, we need the 

scale where these comparisons will be implemented. The AHP uses the scale, which 
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is given in Table 2. It is proved, that this scale is correct and this scale is enough to 

solve a lot various practical problems of multicriteria optimization. 

When using this scale, we need to follow some rules, for example: 

1) to compare the weight of left element with the weight of element located 

above for each matrix cell: if first weight is more than the second, we should 

put an integer number from the scale, otherwise – the reciprocal one;  

2) diagonal matrix cells consists of “1”; 

3) symmetric matrix cells consists of reciprocals; therefore it is enough to 

implement          comparisons to fill the     matrix; 

4) during pairwise comparing of alternatives by the criterion the following 

question arises: “Which alternative is more preferable?” during pairwise 

comparing of criteria with respect to the goal the following question arises: 

“Which criterion is more significant?”  

1.3. The priority synthesis 

1.3.1. The synthesis: local priorities 

From the group of pairwise comparisons matrices consisting of one-level 

hierarchy elements the local priorities are calculated; the local priorities show the 

relative influence of these elements on the hierarchy element, located the higher 

level.  

In practice, to calculate the local priorities approximately it is often used the 

geometrical average, when you need to multiply the elements of each matrix row and 

calculate the root of       power from this product (where   is an amount of row 

elements). Furthermore, this column of numbers must be normalized. For this, each 

number should be divided on the sum of all these numbers. For example, for Table 1 

the components of local priorities vector     could be received this way: 
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Typically, these calculations are started from the second hierarchy level (criteria 

level); calculations are gradually continued for all subsequent levels; they are finished 

by formation of local priorities for the lowest level (alternatives level).  

1.3.2. The consistency of local priorities 

Very important parameter for each matrix is the Value of Consistency 

(hereinafter   ), which gives an information about deviation level for both transitive 

and numerical (cardinal            ) consistency. In general, we have inconsistent 

matrices. That’s why solving a practical problem we need to have a criterion of level 

consistency estimation of matrices. Such parameter is the   . 

It is quite hard to find an ideal consistency in practice. But it is not necessary. It 

is enough to control finding the    parameter in certain boundaries; when the    

value is not in these boundaries, then decision maker should implement the matrix 

data correction. 

The algorithm of approximate calculation of the    is: 

1) calculate the sum of each matrix column; 

2) multiply the sum of the first column     
 
    by the first component of 

priority vector   ; multiply the sum of the second column     
 
    by the 

second component of priority vector   , etc; 

3) calculate the sum of these numbers (    ): 

              

 

   

 

 

   

  

4) calculate the Consistency Index (  ):                  , where   is 

the matrix dimension;  (for anti-symmetric matrix        ); 

5) calculate   :           , where     is the Random of Value 

Consistency, which could be received in case of random choice of 

comparative judgments from the scale  
 

 
 
 

 
 
 

 
   

 

 
          for anti-



12 

 

symmetric matrices. The values of      for different dimension matrices 

are: 

Matrix 

dimension 

1 2 3 4 5 6 7 8 9 10 

    0 0 0,58 0,90   1,12 1,24 1,32   1,41   1,45   1,49   

The calculated    should not exceed 2  . To improve consistency we 

recommend to search additional information and to correct data.  

1.3.3. The synthesis: global priorities 

The final stage of the AHP consists of local priorities synthesis (linear 

convolution) in the hierarchy. As a result, priorities of alternatives relatively the goal 

are calculated (global priorities). The alternative, which has the highest value of 

global priority, is the best. The algorithm of global priorities calculating is shown 

below: 

1. The priorities are synthesized starting from the second and finishing by 

the lowest hierarchy level. 

2. The local priorities are multiplied by the appropriate criterion priority 

located the higher level and summarized by each element in accordance to 

the criteria, on which this element influences. 

The process continues up to the lowest level. For example, for the hierarchy 

which consists of three levels (goal, criteria, alternatives) the global priorities could 

be calculated using the following formula: 

                              

 

   

 

where     is the global priority of the      alternative;    is the local priority of the  

    criterion with respect to the goal;      is the local priority of the      alternative 

with respect to the      criterion. The solutions of the problem are calculated values of 

global priorities, i.e. the alternative which has the highest      value is the best.  
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CHAPTER 2. Algorithm of generating recommendations for losing alternatives 

The software system develops recommendations how to make desirable 

alternative of the best for problems of multicriteria optimization in which alternatives 

can change the state. Let    be the number of criteria,     be the number of 

alternatives,                be the set of alternatives,        be the best current 

alternative,             be the alternative for which recommendations are 

developed.  

Search of recommendations for    starts from the search of a certain average 

alternative (it can vary with respect to criteria), concerning which changes of the state 

of     are analyzed. The choice of such average alternative is carried out on the basis 

of local priorities at the level of criteria (that is the alternative which is not neither the 

best, nor the worst is selected, and its local priority by this criterion is approximately 

in the middle). Such approach allows us to analyze all possible state changes of     

unlike a case when any other alternative is chosen for comparing. It should be noted 

that for comparing it is not reasonable to choose       because it can lead to unfairly 

excessive recommendations for     whereas comparing with average alternative will 

allow to receive such recommendations which will demand the minimal changes of  

  . For carrying out the full analysis it is reasonable to have opportunity to do rather 

minor changes of the current state of     which in the meantime could lead to the goal 

(i.e. the alternative becomes the best). It is provided by the average alternative. 

   becomes the best if its global priority reaches maximum. For this purpose it 

is necessary to improve values of local priorities of     by certain criteria, and it 

requires creation of new local priorities for the new (changed) status of    .  

For computation of local priorities for new states of    it is necessary to create 

matrices of pairwise comparisons of all possible improvements of     with respect to 

the average alternative by all criteria. Let us consider this approach through the 

example of      criterion. Let      be the average alternative by the      criterion. 

Compare the alternatives     and     using all possible ways for every value from the 

http://www.multitran.ru/c/m.exe?t=5412787_1_2
http://www.multitran.ru/c/m.exe?t=5412787_1_2
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scale  
 

 
 
 

 
 
 

 
   

 

 
          and fill out the matrix of pairwise comparisons of new 

state of     (see the red cells in Table 3); in this case the values of the pairwise 

comparisons    with other alternatives are updated (see the green cells in Table 3, 

where          is a new weight of     after improvement).  

Then, compute the difference between the local priorities of a new state of     

and the best alternative        for the given matrix of pairwise comparisons. Let  

        ,    
 

 
 
 

 
 
 

 
   

 

 
          be new local priority for the alternative     by 

    criterion;        be old (initial) local priority by criterion  ;      be weight of  

    criterion. Then, the contribution to the global priority by     criterion given that 

    become better with respect to      over the scale     
 

 
 
 

 
 
 

 
   

 

 
          is 

equal to  

             
                     

                  .    

Let us write      to Table 4. The problem of generating recommendations for the 

alternative     is reduced to the following optimization problem: 

           

 

   

               
                                                                      

where             
 

 
 
 

 
 
 

 
   

 

 
         . 

Thus, for every criteria (          ) it is necessary to find out such indexes    

which minimize      (resulting factor of efforts for   ). Let us illustrate this by 

Table 4, which demonstrates the amount of possible approaching to the best 

alternative according to global priority. 

Here, zeros are the cells corresponding to initial (old) state      with respect to 

the average alternative by   
   criterion; these values do not give any improvement 

for new global priority and thus they are posed equal to 0, i.e.            ;          is 

an initial value of pairwise comparison of    with the average alternative by the      
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criterion, i.e.          
 

 
 
 

 
 
 

 
   

 

 
         . The development of 

recommendations for every criterion (every column) is made along the arrows. 

Beyond the resulting factor of efforts (1), it is possible to compute the number of 

steps, which need to be executed that       became the best (for every 

recommendation). Here, the step is a transition to the next position in the scale  

 
 

 
 
 

 
 
 

 
   

 

 
           (for example, the step is the changing of the alternative state 

from  
 

 
  to  

 

 
  or from   to  ). Denote by      a function which maps one-to-one the 

elements of the scale AHP to the set of natural numbers from   to   , i.e. 

     
 

 
 
 

 
 
 

 
   

 

 
                    Then, the resulting number of steps 

needed to achieve the goal equals 

                      

 

   

 

                
 

 
 
 

 
 
 

 
   

 

 
                                  

However, the efforts weighed by criterion are more useful and informative: 

                            

 

   

 

                                                                                            

This formula takes into account the weight of every criterion for the goal 

achievement. 

Let us demonstrate the simplified description of the algorithm: 

0) k=1;                   . 

1) If      , Stop. 

2) If       , go to Step 3, else 

                                     

if                    
       commit       recommendation and go to 

Step 3,    

else if     then                    , go to Step 1. 
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3)                    ,   go to Step 1.  
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CHAPTER 3. The description of software system  

3.1. Testing of the program:  choosing the best house to buy 

Problem formulation. From three houses (alternatives) it is necessary to choose 

the best, taking into account eight factors (criteria). This problem was proposed and 

solved by T.Saaty [7], the author of the AHP. I solve this problem to test the program 

and to compare my results with Saaty’s results [7].  

For the correctness of this test all input data were taken from [7]. Representing 

the problem as a hierarchy is shown in Fig.1; pairwise comparisons of criteria and 

alternatives are shown in Fig.2 and Fig.3 accordingly; results of calculations are 

shown in Fig.4. The global priorities for each house differ from Saaty’s results not 

more than by 0.01.    

It proves that results which were received by software system are highly 

accurate and authentic. 

3.2. Problem of the best footballer choosing and formulating recommendations 

for losing alternatives 

Problem formulation. Let’s imagine, that there are several footballers who are 

nominated for the FIFA (International Federation of Association Football) Ballon 

d’Or award. It is necessary to make the optimal choice, taking into account several 

criteria. 

Solving the problem using the software system. After program launching, 

solving the new problem starts with the command “Create new project…” located in 

File menu. The command will display the dialog box (Fig. 5), where it is necessary to 

enter short name of the problem, amount of criteria and alternatives; in the Comment 

field a more detailed description of the problem could be input. Let's assume that 

decision maker choose one of four alternatives: {“C.Ronaldo”, “Messi”, 

“Ibrahimović”, “Iniesta”}. Also let's assume that decision maker wants to take into 

account seven criteria: {“Dribbling”, “Athleticism”, “Pass”, “Kick”, “Speed”, 

“Playmaker”, “Endurance”}. 
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Let us emphasize that all calculations made by software system are the result of 

subjective point of decision maker's view. That is why the results of calculations for 

the same problem by various decision makers could differ. 

After pressing the “Yes” button the hierarchic view of the problem with the 

corresponding number of criteria and alternatives appears (Fig. 6). In this window, 

using the context menu user may add or delete a criterion or alternative of an element 

of hierarchy, edit its name, make comments, and load photos. User may add up to 9 

criteria and up to 9 alternatives. There are 3 levels of hierarchy (the first level is a 

goal, the second level are criteria, the third level are alternatives). For the most 

practical problems of multicriteria optimization these restrictions are insignificance. 

The dialog box for input data for the alternative is shown on Fig. 7. 

Pressing left mouse button at the highest element of hierarchy opens the dialog 

box for input of the matrix of pairwise comparisons of criteria. We fill out it using the 

linguistic scale located in the bottom. The right column of matrix contains computed 

local priorities, and below we can see the value of matrix consistency. If this value 

exceeds    , the system makes a warning as a red string (Fig.8).  

Pressing left mouse button at some criterion opens an analogous dialog box for 

input pairwise comparisons of alternatives (Fig. 9). 

After data input the user can press the “Calculate” button.  The result is shown 

in Fig. 10. 

“Messi” won. Let us develop recommendations for a victory, for example, 

“Iniesta”. Let us choose this alternative from the dropdown list at the top of a window 

and  press the “Recommendations” button. The result is shown in Fig. 11. 

Result of calculations is the list of 537 recommendations (1 line consists of 1 

recommendation) for alternative “Iniesta”, shown in the upper part of a window. Any 

of them guarantees to alternative “Iniesta” a victory. 

Columns of each recommendation are average alternatives concerning which it 

is necessary to improve the state. 

http://www.multitran.ru/c/m.exe?t=677167_1_2&s1=%E8%E5%F0%E0%F0%F5%E8%F7%E5%F1%EA%E8%E9
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In brackets the numbers from certain range are output. They show the previous 

and desirable state of an alternative. So, Fig. 11 demonstrates the recommendation 

No. 10 according to which the alternative “Iniesta” should improve: A) his 

athleticism qualities a bit concerning his current state (from 1 to 2); B) his speed 

qualities a bit concerning his current state (from 1 to 2); C) his playmaker qualities a 

bit concerning current state of alternative “Messi” (from 1 to 2). 

In the given calculation the recommendations for alternative “Iniesta” are 

constructed on the analysis of all 7 criteria. But the system allows (see the left lower 

part of the given window) user to choose not everything, but only certain criteria for 

development of recommendations. It is reasonable to select the criteria allowing 

alternative to improve its current state in the simplest way. In addition to selecting 

criterion the system gives opportunity to specify deviation level on which the 

alternative can improve the state compared with the previous one by this criterion. 

If there are many recommendations, the system allows to arrange them on one of 

three parameters, namely: by resulting index of efforts (cumulative efforts); by 

weighed efforts; by the number of steps (see Fig. 11, upper right corner). They 

correspond to formulas (1), (3) and (2), respectively (described in the Chapter 2). To 

arrange the recommendations it is sufficient to click on a desirable column and then 

the recommendations with the smallest values of this parameter will be first to output. 

In Fig. 12–13 the recommendations for improvements for losing alternatives 

“C.Ronaldo” and “Ibrahimović” (different from “Iniesta”) are shown as example of 

demonstration of analogical usage of software system. 

Certainly, the final decision of recommendations selection is accepted by the 

person. But the system provides to the person very effective tool not only for the 

analysis of a current state of alternative, but also for evaluating perspectives of its 

improving in the future, creating “guidelines for actions”. It is very important that 

these recommendations are the most specific, at least insofar as it is generally 

possible in solving of semistructured multicriteria optimization problems. 
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3.3. Problem of the best car choosing and formulating recommendations for 

losing alternatives 

Problem formulation. Let’s imagine, that it is necessary to select the best car 

from the given set using given criteria. Suppose that a decision maker want to use six 

criteria: {“Price”, “Reliability”, “Desing”, “Equipment”, “Comfort”, “Efficiency”}, 

and let’s assume, that decision maker wants to choose one alternative out of four : 

{“Honda Civic”, “Hyindai i30”, “Peugeot 508”, “VW Golf”}. 

Solving the problem using the software system. Analogously to the previous 

example, at first we determine the number of criteria, the number of alternatives, the 

name of the problem, and comments. Then, we develop the hierarchy (Fig. 14), input 

the name of its elements and comment them. Then, we make pairwise comparisons of 

criteria according to goal and compare alternatives by every criterion. Then, we solve 

the problem. The best choice in this case is “Peugeot 508” (Fig. 15). In Fig. 16–18 

the recommendations for improvements of the state of losing alternatives are shown 

(“Hyindai i30”, “Honda Civic” and “VW Golf”, respectively). 
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CONCLUSIONS 

As a result of “Researching semistructured problems of multicriteria 

optimization  using the software system”, I have mastered method for solving 

problems of multicriteria optimization (problems of choice and ranging alternatives) 

and have made their software implementation. 

In the paper, I consider the class of problems of multicriteria optimization, 

where alternative may change (improve) its state. Existing software products solving 

such problems are restricted by the selection of the best alternative, whereas my 

program not only solves this classical problem of choice but also allows to make 

recommendations for the losing alternatives which lead to the victory. In other words, 

the system generates some “guidelines for actions” pointing to the value that must be 

changed in order the losing alternative becomes a winner. This is the scientific 

novelty of the work.  

The proposed software product is the main practical result of the investigation. 

It must be stressed that for the selected alternative the program generates “smart” list 

of recommendations. Implement of these recommendations allows this alternative 

become a winner.  “Smart” means the generating of such instructions for the 

alternative, that minimize efforts compared with the previous state and lead to the 

victory. 

The main theoretical result of the investigation is the construction of the 

algorithm which generates the “smart” list of recommendations for the losing 

alternative which lead to the victory. 

The proposed system has generality and may be used in various areas of human 

activity for solving complex problems of multicriteria optimization not only for the 

choice of the best alternative, but also for generating maximally specific 

recommendations for losing alternatives: what namely and how much they must 

improve to become a winner. 
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APPENDICES 

Table 1  

Pairwise comparisons of the weight of each element 

            

   1               

         1         

       1   

                 1 
 

Table 2  

Recommended scale of comparisons 

Index of 

relative 

importance 

Definition 

1 Equal weight 

3 Slight advantage 

5 Noticeable advantage 

7 Strong advantage 

9 Absolute advantage 

2, 4, 6, 8 Intermediate values 

Above 

digits 

reciprocals 

Element yields similarly 

 
 

Table 3  

Matrix of pairwise comparisons of alternatives’ importance (after changing of 

alternative A*) 

               

   1                    

             1                       

              1   

        1   

                      1 
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Table 4 

Direction of improvement of alternative’s     weight relatively middle (by each 

criterion) alternatives 

Scale 
Criterion 

   

Criterion 

   

Criterion 

   
… 

Criterion 

     

Criterion 

   

9                                       

8       

…  0  0   

… 0  0   0 
 

 
     0  

 

 
   

    
   

    
    

    
    

      
    

    
 

 

Fig. 1. Representing the problem as a hierarchy 
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Fig. 2. Pairwise comparisons of criteria   
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Fig. 3. Pairwise comparisons of alternatives 

 

 

Fig. 4. Results of calculations  
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Fig. 5. Creation of a new project 

 

 

 

Fig. 6. Representing the problem as a hierarchy 
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Fig. 7. Editing of element of hierarchy 

 

Fig. 8. Pairwise comparisons of criteria   
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Fig. 9. Pairwise comparisons of alternatives 

 

 

Fig. 10. Results of calculations  



30 

 

 

Fig. 11. Results of calculations for losing alternative (“Iniesta”) after improvement  

 

 

 

Fig. 12. Results of calculations for losing alternative (“C.Ronaldo”) after 

improvement  
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Fig. 13. Results of calculations for losing alternative (“Ibrahimović”) after 

improvement 

 

 

 

Fig. 14. Representing the problem as a hierarchy  
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Fig. 15. Results of calculations 

 

 

 

Fig. 16. Results of calculations for losing alternative (“Hyindai i30”) after 

improvement  
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Fig. 17. Results of calculations for losing alternative (“Honda Civic”) after 

improvement 

 

 

 

Fig. 18. Results of calculations for losing alternative (“VW Golf”) after improvement 


