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VISUAL EVOLUTIONARY SEARCH
FOR THE PARETO-OPTIMAL DATA

The paper describes an information technology (and software) for interactive visual search for Pareto-
optimal data in a large data set (data points). Each data element (point) is a vector with a number of compo-
nents with values in completely ordered, probably different, spaces/sets. These components are treated as
optimization criteria and can be maximized or minimized. The basic problem is to identify a non-dominated
data subset with respect to the selected criteria/components with specified directions of optimization.
The problem is solved interactively by graphical display of the data in different planes (pairs of coordinates).
The second related problem is to order data elements with respect to their power of domination. The latter
problem is solved by calculation of two numbers, the numbers of elements that dominate and are dominated
by a given element, calculation of their difference and different sizes of data points on the displayed planes.
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Introduction

Multicriteria optimization is a generally appli-
cable decision making methodology [7]. It uses
a decision space to describe decisions and criteria
space to display outcomes of decisions. Decisions
and their outcomes are connected by a mathemati-
cal, computer or other type of model. The key con-
cept in multicriteria optimization is Pareto opti-
mality, which is based on the concept of domina-
tion of decision outcomes. Pareto optimal subset is
defined as a set of nondominated decisions. In the
criteria space Pareto optimal decisions form an
efficient (Pareto optimal) frontier. Multicriteria
optimization usually includes two steps: to find
Pareto optimal subset and then to select an accep-
table compromise point on it. A plenty of methods
was developed for multicriteria optimization [11,
12 ], including the so called evolutionary methods
[1, 4]. Data visualization is considered as a valua-
ble tool for multi-criteria optimization. A number
of methods and software were developed for this
purpose [6, 8-10]. A deeper way to introduce
structure into multivariate data is its partial order-
ing [2, 3].

In the present paper we present an information
technology and corresponding software for inter-
active visual search for Pareto-optimal data in a
large data set (data points, objects). Each data ele-
ment (point, object) is a vector with a number
of components with values in completely ordered,
may be different, spaces/sets. These components
are treated as optimization criteria and can be max-
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imized or minimized. The basic problem is to iden-
tify a non-dominated data subset with respect to
selected criteria/components and for specified
directions of optimization. The problem is solved
interactively by graphical display of the data in
different planes (pares of coordinates), color selec-
tion of preferable points and tracing the colored
search path. The second related problem is to order
data elements with respect to their power of domi-
nation. The latter problem is solved by calculation
of two numbers, the number of elements that are
dominated by a given element and number of ele-
ments that dominate this element, calculation of
the domination power as the difference of these
two numbers and displaying data points in differ-
ent colors and sizes according to the domination
power. A novel element in our approach to multic-
riteria optimization is the use of & -domination
concept to regulate domination force of different
coordinates/criteria, where £ is a tolerance vector.

A continuous multi-criteria optimization prob-
lem can be approximated by a discrete one [17],
where a continuous decision space is approximat-
ed by a discrete set of points and then a discrete
Pareto-optimal frontier is searched. The obtained
discrete multi-criteria problem can, in particular,
be analyzed by the method of the present paper.
In [13, 15] the approach was validated in terms of
convergence to approximate Pareto optimal solu-
tions. In [14] this approach was further extended
by interactive local random exploration of the
Pareto-optimal frontier, i.e. by sampling test points
around a selected reference point in the decision
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space and viewing the results in the criteria space,
and so on.

Software system “A-ranger Online”

The software system “A-ranger Online” is
designed to support interactive multi-criteria selec-
tion of the best from a large but finite set of objects
(tens, hundreds, thousands of objects or options),
evaluated by a large number of criteria (up to sev-
eral tens of criteria). With a significant number of
criteria n optimal choice of objects can be a problem
for a user. For example, Saaty’s method [16] for
quantitative criteria ranking assumes pairwise com-
parison of the criteria and filling in n(n +1) matrix
coefficients. In the proposed approach in one opti-
mization cycle it is sufficient to specify, as maxi-
mum, # Boolean values (directions of optimization)
and from 1 to n real parameters of optimization ac-
curacy.

Problem formulation

It is assumed that there is (m + 1)x(rn+1) -table
of data (see Table 1).

Table. Data table

Criterion 1 | Criterion 2 Criterion n
Object 1 X, X, X,
Object 2 X, X,, . X,
Object m X X, . X,

In the first line of the table (in columns 2,..., n+1)
the names of criteria (character strings) are written,
in the first column of the table (lines 2,..., m+1)
object names (character strings) are recorded, and in
each cell of the table numerical estimate of the cor-
responding object with respect to the corresponding
criterion is recorded. The values of each criterion in
a column are comparable with each other, different
criteria can compare objects in different measure
units (unitless, percent, monetary or other units).
It is assumed that for each criterion k the optimiza-
tion direction (maximization or minimization) and
a numerical parameter € (or g;) of the tolerance of
optimization can be set. Multi-criteria search prob-
lem consists in finding the so-called e-Pareto-
optimal (e-nondominated) objects with respect to
some subset of criteria. In addition, each object has
three additional indicators, namely, the number of
other objects that are e-dominated by him and the
number of objects that he e-dominates, and the dif-
ference between these two indicators. The latter
index (rating) can be a basis for the best object
choice.

The optimality concept

Object i & -dominates object j with respect to
criterion K (from a set K), if X;, > X, + & and cri-
terion k is maximized (or X;, < X, —¢, and crite-
rion k is minimized), ¢=/{¢,, k € K}. Here, param-
eter &  controls the power of domination by the
criterion K: the larger &, , the greater superiority in
criterion K is necessary for the dominance by this
criterion and the less significant is the dominance on
this criterion compared with other criteria.

The object is called a e-Pareto-optimal (e-non-
dominated) in criteria K, if there is no other object
that e-dominates it by this set of criteria.

Accuracy optimization parameter g, on criterion
k can be taken as &, =(max; X;, - min,X;, )&, where
0 < e < 1. Thus, for one optimization cycle it is
enough to set directions for some optimization cri-
teria and to set a common scalar relative optimiza-
tion accuracy € (the default value is zero).

Algorithm of the system

1. You need to select and upload a data file to the
system with the data in csv-format (comma sepa-
rated values, and the fractional parts of decimal
numbers separated from the integer part by the peri-
od).

2. On the computer screen it appears a cloud of
points/objects in the plane “Criterion 2 — Criterion
17, and below it appears a table with the names of
the criteria with windows to optimization directions
(min, max), windows for optimization accuracies
(epsilon), maximum and minimum values of criteria
(see Fig. 2).

3. Plane representation of objects can be changed
by selecting the criteria for horizontal and vertical
axes from the pull-down menus (see Fig. 3).

4. The size of the display points/objects can be
changed using two sliders at the top of the screen.

5. The point cloud can be moved sideways using
the mouse by moving it to the cloud and holding
down the right mouse button. In addition, you can
change (zoom) the display scale of point clouds by
rotating the mouse wheel.

6. When the mouse cursor is put on a specific
point, information about the object and its charac-
teristics of domination is displayed above the point,
and in an additional table at the bottom of the screen
in the column “Last Pointed Point” the complete set
of values of all criteria for this point is shown (see
Fig. 2).

7. Any point clouds can be marked by moving
the cursor on it and pressing the left mouse button,
the point will change its color, and in the table
“Point Info” in the column “Optimization Point”
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appears complete information (criteria values) on
this point.

8. Column “OPTIMIZATION” is designated for
choosing concrete optimization criteria and indicat-
ing optimization directions for these criteria (min or
max) (see Fig. 4). They need not to coincide with
displayed criteria. The optimization visually affects
color and size of points (domination power of points
with respect to optimization criteria).

9. In the column “EPSILON” at the bottom
table, you can specify a relative to all the criteria
(the top box) or absolute optimization accuracy for
each criterion.

10. To carry out an optimization loop one need to
put cursor and right-click on the button “Optimize”
under the cloud picture. After some period of time
required to perform calculations on a remote server
the cloud points change sizes and colors depending
on their relative ranking, non-dominated points
become brown. Dominated by only one point become
green, the other points are blue.

11. For the next cycle of optimization one should
visually analyze the differently colored cloud points
in different planes (on various criteria pairs), mark
the new reference point for the optimization, to
select a new set of optimization criteria and opti-
mization directions, and finally go to step 10 (or to
earlier steps).

Example
(choice of a company for car insurance)

The following pictures illustrate application of
the system to selection of a company for car insur-
ance. Insurance companies are characterized by the
following indicators: Capital 2014, Reserves 2014,
Guaranteed fund 2014, Premiums 2014, Paid claims
2014, Payment level 2014 (=Paid claims 2014/Pre-
miums 2014) and similar indicators for years 2010 —
2013. The criteria of the most interest to maxi-
mize are “Payment levels 2010-2014” and “Reser-
ves 2014”.

Fig. 1. Insurance data (taken from [5]).
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Fig. 3. Selection of a criterion for display

Conclusions

The paper describes an information technology
for multicriteria data mining. The data are present-
ed as a (very) large table, where rows correspond
to objects and columns correspond to quantitative
and/or qualitative criteria. The problem is to mine
Pareto-optimal objects, i. e. to select a subset of
nondominated objects with respect to a (changea-
ble) set of criteria. In case of a large table the prob-
lem becomes hard for mental solving and needs
computer assistance. If only one criterion is cho-

Fig. 2. Interface of the
system with “insurance
data” loaded.

Fig. 4. Selection of criteria to optimize

sen, then the problem is reduced to sorting and
admits fast solution algorithms. In case of two cri-
teria chosen the problem can be quickly solved by
displaying data on the screen and by visual selec-
tion of the desired point. If more criteria are
involved some information technology is needed
to compare, sort, view and analyze data. The pro-
posed technology and computer system suggests
interactive visual graphical and table tools for
selection of the best data, namely Pareto-optimal
data.
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Hopxin b. B.

BI3YAJII3OBAHUI EBOJIIOIIMHUM MMOIIYK
MMAPETO-OIITUMAJIBHUX JIAHUX

Y ecmammi onucyemucs inghopmayitina mexnonozis (ma npoepamue 3abezneyenisi) 0isi IHMePaAKmMuU8HO20
8i3yanbHo20 noutyky Ilapemo-onmumanbHux OaHux y 6eiukomy Habopi 0anux (mouok dawuux). Koowcen ene-
MeHm Oanux (MouKa) € 6eKMOpPOM i3 HAOOPOM KOMNOHEHMIB 31 3HAUEHHIMU 6 NOGHICMIO BNOPSIOKOBAHUX, MOJIC-
JIUBO PI3HUX, NPOCMOpPAx abo MHOdCunax. L{i komnonenmu po3ensodaromscs K Kpumepii onmumizayii, sxi
Modicymv Oymu mMakcumizogai abo minimizosari. OCHOGHA NPOOLEMA NONACAE Y GUSHAYEHHI HEOOMIHYEMOT
NIOMHONCUHU OQHUX U000 0OPAHUX KPUNEPTI8/KOMNOHEHMIE 3 3a0aHUMU HanpaMKamu onmumisayii. 3aoaua
BUPIULYEMbCS 8 IHMEPAKMUBHOMY PENCUMI 3a OONOMO2010 2pApiuno20 8i000padicen st OaHUX Y PI3HUX NIOUU-
Hax (napax koopouram). J{pyea npobiema nonsicae y 6nopsoKy6anHi OAHUX no IOHOUEHHIO 00 iX cuiu 0oMi-
Hysanua. OcmaHHs 3a0a4a SUPIULYEMbCS WIAXOM PO3PAXYHKY 080X YUCEN, KIIbKOCI eneMenmie, aKi OOMIHY-
IOMbCst OAHUM elleMeHMOM, [ KITbKOCMI eleMeHmi8, SIKUX OOMIHYE OaHULl eleMenn, 004UCenHs IX pi3Huyi ma
8I000PANCEHHAM PIZHUX PO3MIPIE MOYOK OAHUX HA OUCHJLel.

KurouoBi ciioBa: MynsTUKpUTEpiaibHa oNTUMI3aILis, [lapeTo-onTUMAaNbHICTh, CBOIOIAHUI MONITYK, CHCTE-
MM IATPUMKH MPUHAHSTTS PILICHb.
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