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Abstract  
A problem of individual and collective decision making and choosing between some 
alternatives is regarded. Within this context, dynamic equilibrium between alternatives, 
which means that no alternative has advantages over the others, is explored. We are 
developing an approach on the base of matrices, rows of which correspond to various 
distributions of importance among alternatives. Such matrices are called balanced rectangular 
stochastic matrices. We suggest that the Analytic Hierarchy Process (AHP) should be applied 
for getting matrices of importance. From such a matrix we can move on to a matrix which 
represents probabilities of choosing each alternative. The proposed model involves some 
parameters, one of which affects the spread of importance values between the best and the 
worst alternatives, and the other one reflects a degree of an agent’s decisiveness. A Markov 
chain is used for modeling possible changes of agents’ preferences. 
Some experiments illustrating the situation of dynamic equilibrium have been carried out and 
are reported in the paper. Possible ways of breaking such a situation, namely by changing 
transition probabilities and by changing agents’ decisiveness, are described. If a decision is 
made by a group of agents, which is big enough, a slight advantage of one alternative over 
the other may ensure steady wins for this alternative. 
For agents of influence who are trying to shift a situation from the point of a dynamic 
equilibrium by means of affecting what agents know or how they behave, possible strategies 
are discussed. Models describing such influences may involve Markov decision processes 
and a game-based approach. 
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1. Introduction and methods 

Now there is a significant and steadily growing interest to studies in the field of social modeling on 
the base of simulation, different mathematical equations, reinforcement learning etc. An important 
subject of this sort of research is a study of an agent’s behavior and that of information influences 
aiming to change this behavior. A well-known approach to exploring information influences is based 
on models similar to epidemiologist models like SIR and more advanced ones [1]. This means that an 
agent’s behavior is considered as being influenced by some ideas known or accepted by ordinary 
agents, and agents of influence are aiming to propagate such ideas in order to affect what an object of 
influence knows or believes and how an ordinary agent behaves. 

Some approaches presume an awareness of specific models used for decision making. For 
example, in [2] a software system based on the AHP (Analytic Hierarchy Process) [3] was presented. 
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The integral part of this system is a component aiming to searching for a way of improving a position 
of a specific alternative in comparison with the others. 

But there is an urgent need to develop some formalized models describing behavioral aspects in 
terms of states and actions so that outer influences could be implicitly and clearly interpreted as 
transitions from one state to another, or maybe as a changing of transition probabilities. Such a model 
named “state-probability of choice” was suggested in [4]. It regards the states as possible distributions 
of probabilities among different actions. This model involves into consideration a Markov chain, 
which takes into account transition probabilities across the states. Within this approach, the problem 
of dynamic equilibrium, which means the situation when no alternative have advantages over the 
others and all of them have equal chances to be chosen, was explored. The main idea of that 
formalization relies on a concept of balanced rectangular stochastic matrices [4]. 

As regards modeling of information influences, the problem of finding a dynamic equilibrium 
makes a significant matter. If it is about promoting specific alternatives, an influencer can at least 
make an effort to achieve the nearest point of a dynamic equilibrium, or to achieve the point which 
needs the least cost to reach it. On the other hand, a point of a dynamic equilibrium can be regarded as 
a starting point of a game where different agents of influence are trying to move the situation away 
from this point. Costs of such efforts may be taken into consideration as well [4]. 

In this paper a multi-level generalization of the model “state-probability of choice” is suggested. One 
level represents distributions of importance values among different alternatives, and the other one deals 
with probabilities of choice between these alternatives. We will describe connections between these levels. 

For specifying states of the model, the AHP is used. Some numerical experiments illustrating a 
situation of a dynamic equilibrium and showcasing different ways of breaking the equilibrium are 
presented in the paper. 

This approach appears to be useful within the problem of looking for possible influencers’ 
strategies. We will outline the following possibilities: 

 to use reinforcement learning models on the base of Markov decision processes; 
 to harness a game-based approach. 

 
2. Dynamic equilibrium and balanced rectangular stochastic matrices 
 
Let a number of alternatives be n, and m possible distributions of their importance values are 

postulated. These distributions can be referred to as the states of the model, and a Markov chain arises 
if we regard transition probabilities across these states. Then we can consider a matrix 

),...,1;,..,1,( njmizZ ij   where ijz
 

is the importance of the j-th alternative for the i-th 

distribution. Normally it is postulated that 
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The relation (1) is a definitive feature of square stochastic matrices. So with respect to this analogy 

rectangular matrices satisfying (1) were called rectangular stochastic matrices. 
A rectangular stochastic matrix is referred to as a balanced one if it satisfies the relation 
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in addition to (1). 
 



We consider a vector ),...,( 1 mppp 
 where ip

 is a probability that an agent is being in the i-th 

state at the moment. These probabilities can be either given preliminarily or obtained from the 
Markov chain. Then the value of overall importance iv  of the i-th alternative can be calculated as a 

mathematical expectation of importance by all states: 
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or in a matrix notation 
 

pZv   
 
Then the problem of finding a dynamic equilibrium can be formulated as follows: given Z, find a 

vector p (or transition probabilities with p as a stationary distribution) that is a solution of the system 
of equations [4] 
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with the constraints 
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Generally speaking, it appears difficult to get an effective formula for characterizing all the 

situations of a dynamic equilibrium by direct solving of the task (4)-(5). A concept of balanced 
rectangular stochastic matrices plays important role for getting some particular solutions. For the case 
of n=2, it was shown in [4] that under some additional technical assumptions a dynamic equilibrium 
is achieved if p is a symmetric vector with non-negative components, sum of which equals 1, and Z is 
a balanced rectangular stochastic matrix. 

More technically, the next theorem called the theorem on symmetric balancing was proven. 
Let p be a m-vector which satisfies the following relations: 
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Let Z be a balanced stochastic )( nm -matrix which satisfies the following relations: 
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This result only establishes some sufficient conditions but not the necessary ones, and the problem 
of finding other situations of dynamic equilibrium is still up-to-date. The question of finding similar 
conditions for the case n>2 is of great interest as well. 

 

3. A multi-level model 
 
The further development of the formalization described above has different aspects. One of them is 

how to obtain a reasonable set of basic states so that these states and transitions across them should 
have a clear interpretation. The other aspect is that we can regard not distributions of importance only 
but probabilities of actions as well. What was regarded in the paper [4] was just a matrix of states 
representing probabilities of actions. These results can be easily transferred to similar situations, e.g. 
when the states represent distributions of importance values. Moreover, it is easy to get probabilities 
of actions if we know importance of each of them. 

In this paper we regard the following levels of the model: 
 the level of basic states B; 
 the level of importance distributions characterized by the matrix Z which was introduced 

above; 
 the level of probabilities of actions characterized by a matrix Z  . 

Since each of these levels may depend on some parameters, we come to the following 
parameterized formula: 
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where qr bbaa ,...,,,,..., 1,1  are parameters, f and g are given transformation functions. Such a 

division into levels allows more distinct distinguishing of different aspects that should be regarded at 
different levels. 

Let’s try to specify possible transformation functions and parameters in (6). 
For forming the basic level of states B, we suggest applying an AHP-based approach. Each state 

can be specified by a pairwise comparison matrix 
),...,1,,()( nlkkl

i   , where kl
 is an 

advantage of the i-th alternative over the j-th one. 
It is possible to apply the standard scale of preference gradations suggested by T.Saaty. It 

introduces gradation levels ranging from 1 (equality) to 9 (absolute advantage) and the inversed 
values corresponding to them. But this scale may cause problems, and it often may be more 
reasonable to use some alternative scales referred to as transitive scales [5]. A transitive scale involves 
a parameter 1 which determines how many times a value of the next gradation level is bigger than 
that of the previous one. So whereas an equality of alternatives is normally evaluated as 1, the 

minimal gradation of advantage should be evaluated as  , the next gradation makes 2 etc. So given 
the fixed amount of gradations denoted as H, the whole range of evaluated gradations may be 
presented as a following vector: 

 

),...,,1,,...,,()( ]2/[11]2/[]2/[ HHHGG    
 
 
An important reason for using transitive scales is that a spread between the maximal and the 

minimal values of importance can be too big and unnatural, and then the proper choice of   allows to 
reduce it. The less is the parameter  , the less is the spread.  

Anyway, if we obtain a pairwise comparison matrix   corresponding to the i-th state, we can get 
the i-th distribution of importance corresponding to the i-th row of Z as the Perronian vector (that is 
the normalized main eigenvector) of  . 



Moving on from a distribution of importance values to probabilities of choices, if this step is 
needed, can be performed merely by the well-known and very common transformation of exponential 
normalization 
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With regard to an agent’s behavior, the parameter   in (7) is of a great importance since it reflects 

a degree of an agent’s decisiveness. Different agents may have different values of this parameter, 
which significantly affects probabilities of choosing alternatives by the agent and thus plays a 
smoothing or a sharpening role. If the parameter  is small, an agent hesitates even having an 
estimation of one alternative much bigger than that of others, and a smoothing takes place. On the 
contrary if   is big, agents choose a better alternative with a big probability even if its advantage 
over other alternatives is rather small, and existing difference between alternatives is being 
sharpening. 

 
Finally, the more general formula (6) in the regarded particular case comes down to the following 

sequence of steps: 

 getting m matrices which represent different pairwise comparisons )()( i ; actually it is not 
necessary to take into account all possible matrices of comparisons, but then these should form 
a symmetric structure so that we will get the balanced matrix Z after the next step will have 
been performed; some possible ways to forming such comparison matrices were suggested and 
discussed in [4]; 

 getting the matrix of importance distributions Z, the i-th row of which is obtained as the 
Perronian vector (that is the normalized main eigenvector) of the pairwise comparison matrix

)()( i ; 

 getting the matrix of probabilities Z   by using (7) if needed; while performing this step the 
parameter   should be carefully chosen. 

 
After performing these steps we will get the set of basic states within the model “state-probability 

of choice”. If the last step is omitted, we are going to get another model, which can be called state-
distribution of importance. Transition probabilities across the states within the both models should be 
postulated on the base of the specificity of the subject domain. Transitions itself can be clearly 
interpreted as changes of pairwise comparison matrices. So an agent who is planning and estimating 
possible actions in order to promote a specific alternative and thereby to promote its position can take 
into account how much such a change would cost. On this basis an approach outlined in [2] can be 
significantly developed. 

 

4. A numerical example 
 
Let’s look at the example given below. The main goals of it are as follows: 

 illustrating the basic techniques; 
 demonstrating the situation of a dynamic equilibrium; 
 showcasing how occasional or deliberate changes either of the transition probabilities 

across the states or of the vector p, which represents the stationary probabilities of being in 
a specific state, can break the dynamic equilibrium. 

 
Let’s put n=2. For this simple case, the basic pairwise comparison matrices can be obtained as 

follows: 
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Having evaluated all pairwise comparisons, we can move on to calculating the matrix of 

importance distributions Z. 
 
For 5.1,11  H we get the following matrix: 
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For 5 (the level of decisiveness is quite high): 
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Let’s illustrate a situation of a dynamic equilibrium. Since we suggested a set of states with a quite 

clear interpretation, we are going to start from transition probabilities across them. The 0-th and the 
11-th state correspond to the overwhelming advantage of one alternative over the other (the calculated 
coefficients of pairwise comparisons equal 0,1317 and  7,5938 respectively), and the central (the 5-th) 
state corresponds to the equality of the alternatives (the coefficient of the comparison equals 1). If an 
agent is currently being near the edge, they tend to drift to the edge states, and when being near the 
center they tend to drift to the center. So the marginal states and the central one can be regarded as a 
sort of attraction points. 



So we may regard the following matrix of transition probabilities which can be considered to be 
more or less typical: 
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The stationary vector of probabilities p is the solution of the equation 
 

pp             (8) 
 
so p is the main eigenvector of  . 
 
In [4] the following important statement has been proven. 
Let a )( mm -matrix A satisfy any of the following relations: 

 

1,:,  jmiij aaji ;  

1,1:,  jmimij aaji .  

 
Then the main eigenvector x of the matrix A is symmetric, i.e. 
 
 1:  jmj xxj . 

 
Really, for the given matrix  its eigenvector approximately equals 
 
p = (0.2717, 0.0340, 0.0038, 0.0038, 0.0340, 0.3057,   0.0340,   0.0038,   0.0038,     0.0340,   

0.2717) 
 
A meaningful interpretation of such a distribution may constitute that there are three groups of 

agents: 
 convinced proponents of the first alternative, the fraction of which numbers about 30%; 
 convinced proponents of the second alternative, whose fraction numbers about 30%; 
 hesitating agents (nearly 40%). 

 



Since both Z and Z are balanced matrices and p is a symmetric vector, the alternatives are to be of 
equal values, and are to be chosen with equal probabilities. This can be proven directly by substituting 
p into (3). 

 

5. Variable decisiveness 
 
An interesting issue arises if we allow the parameter of decisiveness to vary across the states. It 

appears to be typical, for instance, in the realm of politics where proponents of one party can be more 
decisive than those of another party. Then we can introduce a vector ),...,( 1 m  where i is a 

decisiveness of an agent in the i-th state. 
First of all let’s regard a symmetric situation. Let’s put 
 
 = (6, 5 4, 3, 2, 1, 2, 3, 4, 5, 6) 
 
We assume here that the more marginal is an agent the more decisive he is. 
 
Then from the initial matrix Z in our example we move on to the following matrix:  
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This matrix is obviously balanced, and the dynamic equilibrium still takes place. 

 

6. Breaking a dynamic equilibrium 
 
What can an agent of influence do to move a situation away from the equilibrium and change the 

situation in a direction desired for them by doing so? An influencer can try at least two possibilities as 
follows: 

 changing the transition probabilities; 
 changing the parameter of decisiveness  . 

Let’s assume that an influencer is able to change the transition probabilities from the central state 
slightly so that the first alternative gets a slight advantage over the other one. It is important to note 
that in that case the matrix of transition probabilities loses symmetric features, which according to [4] 
is needed for ensuring that the stationary vector of probabilities p would be symmetric. Let’s consider 
the following changed matrix of transition probabilities which differs from the previous one only in 
the single row: 
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It produces the following distribution of values: 
 
0.5314     0.4686 
 
Now the first alternative gets an advantage over the second one. Even though this advantage itself 

seems to be not very crucial, if a number of agents is big enough and if decisions are made by 
majority of votes, this advantage ensures steady wins of the first alternative as it was showcased in 
[4]. 

Let’s look at how an influencer can promote an alternative with the help of making changes to 
degrees of decisiveness. Let’s come back to the matrix of transitive probabilities   mentioned above 
and put the vector of decisiveness  to 

 
  = (3, 2, 1, 1, 1, 1, 3, 4, 5, 6, 7) 
 
Then we get the following matrix “state-probability of choice”: 
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and the distribution of importance as follows: 
 
0.5352     0.4648 
 



Again, the first alternative gains an advantage and steadily wins. 
 
 

7. Conclusions and discussion 
 
This paper shows how the model “state-probability of choice”, which was suggested in [4], can be 

generalized in order to describe both distributions of importance values among given alternatives and 
changes of these distributions. Moreover, we can move on from distributions of importance to 
probabilities of choices, therefore we consider some levels of the combined multi-level model. 

The inputs of this model are pairwise comparisons between alternatives and transitional 
probabilities across states. It can depend on some parameters, in this paper the following two 
parameters were suggested: 

 the parameter affecting a spread across values of different alternatives, first of all between 
the best and the worst ones; 

 the parameter reflecting decisiveness of agents. 
The staple point regarded in this paper refers to exploring a dynamic equilibrium situation, which 

takes place when alternatives are considered as those of equal value and are chosen with equal 
probabilities. Some experiments presented above illustrate how such a situation can be reached and 
how it can be breached by changing input data and parameters. 

Of course, an agent of influence normally is not able to affect factors like transition probabilities or 
agents’ decisiveness directly. They may produce some information influences, and their goals may be 
achieved or may not be achieved. It appears reasonable to introduce some probabilities of success, 
and thus we cоme to the idea of introducing a Markov decision process, which is considered to be one 
of the most known approaches to reinforcement learning [6]. We are able to regard all necessary 
components of this process such as a model of transitions or rewards that influencers can get for their 
actions. 

A system of states for such a process can be easily devised as well. The simplest approach may 
imply considering a matrix, rows of which represent states interpreted as possible stationary 
probabilities that an ordinary agent will be in a specific state at the moment. Obviously, this matrix is 
a stochastic rectangular matrix, and it can be made balanced. 

For exploring the rewards and the model of transitions, algorithms like Dyna [6] may be applied. 
Another interesting point arises if we involve a game approach by considering a game between 

agents of influence. If one influencer is trying to change the situation in a direction beneficial for 
them, the other one should counteract these efforts. It is possible to regard both antagonistic and non-
antagonistic formulations of the problem. Such models should take into account both benefits from 
ensuring an advantage for a specific alternative and costs needed to gain this advantage. A supervising 
body empowered to set rules for such a game may be considered within the model as well. 
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