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INTRODUCTION

Among multicriteria problems connected with decision support [1-4], which
very often occur in practice, the problems of alternatives choosing stay actual [5-7].
Mathematically, such problems are described by a set of alternatives and all of them
are given the values of certain parameters (criteria). The solution of this problem is
an alternative which has the best (as a whole) criteria values, which generally are
distinct in significance.

As a rule, people always try to make the best choice. But people’s opportunities
to analyze information in a deep way are not unlimited. Nowadays, it is felt
especially, because humanity gradually enters the era of the informational society,
when, on the one hand, we receive more and more knowledge about the world
around us, and on the other hand, we don’t have enough time to reconsider this
information, because we are often forced to make decisions under time constraints.
What is the solution? To my mind, the situation could be improved by “smart”
computer programs with an easy interface, which would play the role of assistants.
Obviously, over time these kinds of software systems would become more and more

demanded, indicating of relevance and prospects of these researches.

Object of research is optimal decision support process for semistructured
(slightly formal) multicriteria optimization problems.

Subject of research is mathematical model and method for solving
semistructured problems of multicriteria optimization.

Goal of research is to develop the optimal decision support system for solving
semistructured problems of multicriteria optimization, which can be used by
individual or collegial body who take responsible decisions.

The next research problems are solved in this work:

1) to implement the process of solving the problem connected with finding an

alternative which has the best (in total) criteria values as a software system;

2) to develop and implement the algorithm, which generates recommendations

(“guidelines for actions”) for any of alternatives which lost so that the



observance of them will guarantee the winning for this alternative.

To achieve the goal, following research methods are used in this work:

1) the analytic hierarchy process (hereinafter AHP) — to formalize
semistructured multicriteria optimization problem and to find an optimal
solution;

2) mathematical programming methods — to formulate recommendations
for alternatives which lost so that the observance of them will guarantee
the winning;

3) verification test — to debug the software system and to develop the user-
friendly interface oriented toward non-professional users.

Review of decision support systems (including semistructured problems solving
systems) can be found in works [8, 9]. Currently existing software tools, which solve
this class problems are limited only by finding the best alternative, whereas the
proposed system also (in addition to solving this problem) allows to develop
instructions (“guidelines for actions”) for any of losing alternatives so that the
observance of them will guarantee the winning for this alternative. This is the main
result of the work.

Functionally, the software system consists of two main parts: the first finds the
best alternative by the AHP, the second generates for any other alternative
“guidelines for actions” (by developed algorithm).

The work has both new theoretical and practical results.

The main scientific result of the work is the algorithm for solving those
multicriteria optimization problems, in which alternatives can change (improve) their
states. | developed new algorithm, which allows to receive recommendations for any
of losing alternatives so that the observance of them will guarantee the winning for
this alternative.

The practical significance of the work is reflected in construction of complete
software product, which can be used by people who make responsible decisions (in
various areas of human activity).

The software system is developed in an integrated environment Delphi 7 in
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accordance to the concept of Graphical User Interface (GUI), so the proposed system

has user-friendly interface intended to non-professional users.



CHAPTER 1. Analytic Hierarchy Process

The AHP [5] was developed by American mathematician T. Saaty in 1980.
Nowadays AHP is one of the best known methods for solving semistructured
problems of multicriteria optimization, connected with making important decisions.

Its main stages are:

1. Structuring the problem of choosing the best alternative in the form of
hierarchy. In a minimal form such kind of hierarchy should consist of
three levels: the goal of problem (the first level), through criteria which
are taken into account when solving the problem (the second level) to
alternatives, from which we should choose the best (the third level). This

AHP stage is called “The principle of identity and decomposition”.

2. Pairwise comparisons between elements of the same hierarchy level from
the perspective of their influence on the hierarchy element located the
level above. The name of this stage is “The principle of discrimination

and comparative judgments”.

3. Receiving local priorities of the hierarchy elements located on the same
level; they characterize the relative influence of the elements located on

the same level on the element located at the higher level.

4. Receiving global priorities for all alternatives; algorithm takes into
account local priorities calculated previously. In fact, this is the final stage
of solving the problem, i.e. the alternative with the highest global priority

IS the best. Stages 3 and 4 together called “The principle of synthesis”.

Let’s consider the essence of each step in more detail.

1.1. Identity and decomposition principle

The process of problem structuring executing by people who make important
decisions may need carrying out additional analysis to be sure that criteria and
alternatives cover all existing preferences of discussion participants and constructed

hierarchy represents them adequately. It is not necessary for all participants to come
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to an absolute agreement in the planning process, because further the process
participants express their vision of “importance” (or weight) of the hierarchy element
during the pairwise comparisons realization. And if somebody of discussion
participants considers that the element is not essential, then he would estimate it in an

appropriate way. It means that AHP can be characterized as “democratic” method.

1.2. Discrimination and comparative judgments principle
After constructing hierarchy, the following question arises: “How to establish
criteria priorities and evaluate all alternatives according to these criteria to choose the

best of them?”

1.2.1. Pairwise comparisons
The hierarchy elements of one level are compared pairwise with regard to their
influences on the hierarchy element located the higher level. Comparing the elements

with each other, we have a square matrix of the following form:

a1 QA2 ... Qqn
a a e a 1
21 Y2z Ten ) where a;p = —
aji
an1 Qpn2 = Qpn

I.e. the reverse compatibility property is valid for the matrix (the indices i and j

denote the row and column respectively).

Let A;,A,, ..., A, be the set of n elements and wy, w,, ..., w,, be values of their

Importance; their pairwise comparisons are shown in Table 1.

Similar matrices should be built on other hierarchy levels. For example, if the
hierarchy consists of three levels (level of the goal, level of criteria and level of
alternatives), where n is an amount of criteria, m is an amount of alternatives, then
we have (n + 1) square matrix of pairwise comparisons: one n X n matrix and n

m X m matrices.

1.2.2. The recommended scale for pairwise comparisons
To be able to describe subjective pairwise comparisons numerically, we need the

scale where these comparisons will be implemented. The AHP uses the scale, which
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Is given in Table 2. It is proved, that this scale is correct and this scale is enough to

solve a lot various practical problems of multicriteria optimization.
When using this scale, we need to follow some rules, for example:

1) to compare the weight of left element with the weight of element located
above for each matrix cell: if first weight is more than the second, we should

put an integer number from the scale, otherwise — the reciprocal one;
2) diagonal matrix cells consists of “1”;

3) symmetric matrix cells consists of reciprocals; therefore it is enough to

implement n(n — 1)/2 comparisons to fill the n X n matrix;

4) during pairwise comparing of alternatives by the criterion the following
question arises: “Which alternative is more preferable?” during pairwise
comparing of criteria with respect to the goal the following question arises:

“Which criterion is more significant?”

1.3. The priority synthesis

1.3.1. The synthesis: local priorities

From the group of pairwise comparisons matrices consisting of one-level
hierarchy elements the local priorities are calculated; the local priorities show the
relative influence of these elements on the hierarchy element, located the higher

level.

In practice, to calculate the local priorities approximately it is often used the
geometrical average, when you need to multiply the elements of each matrix row and
calculate the root of nt™ power from this product (where n is an amount of row
elements). Furthermore, this column of numbers must be normalized. For this, each
number should be divided on the sum of all these numbers. For example, for Table 1

the components of local priorities vector L; could be received this way:

n Wi_Wi_ _Wi
Wy wp T Wy

Li= ,l=1,_n

o Wi Wi W
=1 \w; w, Wy,
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Typically, these calculations are started from the second hierarchy level (criteria
level); calculations are gradually continued for all subsequent levels; they are finished

by formation of local priorities for the lowest level (alternatives level).

1.3.2. The consistency of local priorities

Very important parameter for each matrix is the Value of Consistency
(hereinafter VC), which gives an information about deviation level for both transitive
and numerical (cardinal a;; - a; = a;) consistency. In general, we have inconsistent
matrices. That’s why solving a practical problem we need to have a criterion of level

consistency estimation of matrices. Such parameter is the VC.

It is quite hard to find an ideal consistency in practice. But it is not necessary. It
is enough to control finding the VC parameter in certain boundaries; when the VC
value is not in these boundaries, then decision maker should implement the matrix

data correction.
The algorithm of approximate calculation of the VC is:
1) calculate the sum of each matrix column;
2) multiply the sum of the first column }7_; a;; by the first component of
priority vector Lq; multiply the sum of the second column }7_, a,; by the
second component of priority vector L., etc;

3) calculate the sum of these numbers (1,,,45):

n n
Amax:z Li'zaij ;
i=1 =1

4) calculate the Consistency Index (IC): IC = (A4 — 1)/ (n — 1), where n is

the matrix dimension; (for anti-symmetric matrix A,,,, = n);

5) calculate VC: VC =IC/VRC, where VRC is the Random of Value

Consistency, which could be received in case of random choice of

)

comparative judgments from the scale {g %12 9} for anti-

@ |-
N
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symmetric matrices. The values of VRC for different dimension matrices

are:
Matrix 1 2 3 4 5 6 7 8 9 10
dimension
VRC 0 0O (058|090 (112|124 (132|141 1,45/ 1,49

The calculated VC should not exceed 20%. To improve consistency we

recommend to search additional information and to correct data.

1.3.3. The synthesis: global priorities

The final stage of the AHP consists of local priorities synthesis (linear
convolution) in the hierarchy. As a result, priorities of alternatives relatively the goal
are calculated (global priorities). The alternative, which has the highest value of
global priority, is the best. The algorithm of global priorities calculating is shown

below:

1. The priorities are synthesized starting from the second and finishing by

the lowest hierarchy level.

2. The local priorities are multiplied by the appropriate criterion priority
located the higher level and summarized by each element in accordance to

the criteria, on which this element influences.

The process continues up to the lowest level. For example, for the hierarchy
which consists of three levels (goal, criteria, alternatives) the global priorities could

be calculated using the following formula:

n
Gk = Z(Ll .Lki)’ k = 1,m ,
i=1

where G, is the global priority of the k" alternative; L; is the local priority of the
it" criterion with respect to the goal; L,; is the local priority of the k! alternative
with respect to the it" criterion. The solutions of the problem are calculated values of

global priorities, i.e. the alternative which has the highest G, value is the best.
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CHAPTER 2. Algorithm of generating recommendations for losing alternatives

The software system develops recommendations how to make desirable
alternative of the best for problems of multicriteria optimization in which alternatives
can change the state. Let n be the number of criteria, m be the number of
alternatives, A = {A4,A,, ..., A,,} be the set of alternatives, A, be the best current
alternative, A" € A\Ap.;+ Dbe the alternative for which recommendations are
developed.

Search of recommendations for A* starts from the search of a certain average
alternative (it can vary with respect to criteria), concerning which changes of the state
of A* are analyzed. The choice of such average alternative is carried out on the basis
of local priorities at the level of criteria (that is the alternative which is not neither the
best, nor the worst is selected, and its local priority by this criterion is approximately
in the middle). Such approach allows us to analyze all possible state changes of A*
unlike a case when any other alternative is chosen for comparing. It should be noted
that for comparing it is not reasonable to choose A, because it can lead to unfairly
excessive recommendations for A* whereas comparing with average alternative will
allow to receive such recommendations which will demand the minimal changes of
A*. For carrying out the full analysis it is reasonable to have opportunity to do rather
minor changes of the current state of A* which in the meantime could lead to the goal

(i.e. the alternative becomes the best). It is provided by the average alternative.

A* becomes the best if its global priority reaches maximum. For this purpose it
IS necessary to improve values of local priorities of A" by certain criteria, and it

requires creation of new local priorities for the new (changed) status of A*.

For computation of local priorities for new states of A* it is necessary to create
matrices of pairwise comparisons of all possible improvements of A* with respect to
the average alternative by all criteria. Let us consider this approach through the
example of k" criterion. Let C, be the average alternative by the k" criterion.

Compare the alternatives A™ and Cj, using all possible ways for every value from the


http://www.multitran.ru/c/m.exe?t=5412787_1_2
http://www.multitran.ru/c/m.exe?t=5412787_1_2
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111 1 . . . . .
scale {5'5';' w3 1,2, 9} and fill out the matrix of pairwise comparisons of new

state of A" (see the red cells in Table 3); in this case the values of the pairwise
comparisons A* with other alternatives are updated (see the green cells in Table 3,

where wy- is a new weight of A* after improvement).

Then, compute the difference between the local priorities of a new state of A*

and the best alternative A, for the given matrix of pairwise comparisons. Let

Li(A), i€ {%%% % 1,2, 9} be new local priority for the alternative A by

k" criterion; L,( A) be old (initial) local priority by criterion k; w, be weight of

k" criterion. Then, the contribution to the global priority by k" criterion given that

A" become better with respect to C) over the scale i€ {%%% % 1,2, 9} IS

equal to

A = (a4 = LigeCpesn)) = (LA = Li(Apest)) ) = wi

Let us write A; ; to Table 4. The problem of generating recommendations for the

alternative A" is reduced to the following optimization problem:
n
h(A) = z Ak = (G(Apese) — G(A®)) > min, 1)
k=1

where h(A) > 0,i; € {5,2,7, ..,7,1,2,..,9}

Thus, for every criteria (k = 1,n) it is necessary to find out such indexes i
which minimize h(A) (resulting factor of efforts for A*). Let us illustrate this by
Table 4, which demonstrates the amount of possible approaching to the best
alternative according to global priority.

Here, zeros are the cells corresponding to initial (old) state A* with respect to
the average alternative by K" criterion; these values do not give any improvement

for new global priority and thus they are posed equal to 0, i.e. Ay, x = 0; Kgpqre IS

an initial value of pairwise comparison of A* with the average alternative by the k"
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criterion, I.e. ksmm—E{%,%,%,---,%,1,2,---,9}- The development of

recommendations for every criterion (every column) is made along the arrows.
Beyond the resulting factor of efforts (1), it is possible to compute the number of
steps, which need to be executed that A* became the best (for every

recommendation). Here, the step is a transition to the next position in the scale

{%%% % 1,2, 9} (for example, the step is the changing of the alternative state

[y

from % to - or from 2 to 3). Denote by num a function which maps one-to-one the

elements of the scale AHP to the set of natural numbers from 1 to 17, i.e.

num:{%,%,%,...,%,l,z,...,9}—>{1, ...,17}. Then, the resulting number of steps

needed to achieve the goal equals
n
Z(num(ik) — num(kstart)) ,
k=1

h(A) >0 '6{111 112 9} 2
) lk 9;8;7;---;2; )y mry . ( )

However, the efforts weighed by criterion are more useful and informative:

n

z (wk * (num(ik) — num (K gre ))),
= h(A) > 0. 3)

This formula takes into account the weight of every criterion for the goal
achievement.
Let us demonstrate the simplified description of the algorithm:
0) k=1;j1 = jicstart), sum = 0.
1) If k=0, Stop.
2) If j, =9, goto Step 3, else
sum = sum — A, , jk =k 1, sum = sum + A;, ,
if sum — (G(Apest) — G(A™)) > 0 commit j** recommendation and go to
Step 3,
elseif k <nthen k =k + 1,jx = ji(start), 90 t0 Step 1.



3) sum = sum — A, , k=k—1, goto Step 1.

16
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CHAPTER 3. The description of software system

3.1. Testing of the program: choosing the best house to buy

Problem formulation. From three houses (alternatives) it is necessary to choose
the best, taking into account eight factors (criteria). This problem was proposed and
solved by T.Saaty [7], the author of the AHP. | solve this problem to test the program

and to compare my results with Saaty’s results [7].

For the correctness of this test all input data were taken from [7]. Representing
the problem as a hierarchy is shown in Fig.1; pairwise comparisons of criteria and
alternatives are shown in Fig.2 and Fig.3 accordingly; results of calculations are
shown in Fig.4. The global priorities for each house differ from Saaty’s results not

more than by 0.01.

It proves that results which were received by software system are highly

accurate and authentic.

3.2. Problem of the best footballer choosing and formulating recommendations
for losing alternatives

Problem formulation. Let’s imagine, that there are several footballers who are
nominated for the FIFA (International Federation of Association Football) Ballon
d’Or award. It is necessary to make the optimal choice, taking into account several

criteria.

Solving the problem using the software system. After program launching,
solving the new problem starts with the command “Create new project...” located in
File menu. The command will display the dialog box (Fig. 5), where it is necessary to
enter short name of the problem, amount of criteria and alternatives; in the Comment
field a more detailed description of the problem could be input. Let's assume that
decision maker choose one of four alternatives: {“C.Ronaldo”, “Messi”,
“Ibrahimovi¢”, “Iniesta”}. Also let's assume that decision maker wants to take into
account seven criteria: {“Dribbling”, “Athleticism”, “Pass”, “Kick”, “Speed”,

“Playmaker”, “Endurance”}.
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Let us emphasize that all calculations made by software system are the result of
subjective point of decision maker's view. That is why the results of calculations for

the same problem by various decision makers could differ.

After pressing the “Yes” button the hierarchic view of the problem with the
corresponding number of criteria and alternatives appears (Fig. 6). In this window,
using the context menu user may add or delete a criterion or alternative of an element
of hierarchy, edit its name, make comments, and load photos. User may add up to 9
criteria and up to 9 alternatives. There are 3 levels of hierarchy (the first level is a
goal, the second level are criteria, the third level are alternatives). For the most
practical problems of multicriteria optimization these restrictions are insignificance.

The dialog box for input data for the alternative is shown on Fig. 7.

Pressing left mouse button at the highest element of hierarchy opens the dialog
box for input of the matrix of pairwise comparisons of criteria. We fill out it using the
linguistic scale located in the bottom. The right column of matrix contains computed
local priorities, and below we can see the value of matrix consistency. If this value
exceeds 20%, the system makes a warning as a red string (Fig.8).

Pressing left mouse button at some criterion opens an analogous dialog box for
input pairwise comparisons of alternatives (Fig. 9).

After data input the user can press the “Calculate” button. The result is shown
in Fig. 10.

“Messi” won. Let us develop recommendations for a victory, for example,

“Iniesta”. Let us choose this alternative from the dropdown list at the top of a window

and press the “Recommendations” button. The result is shown in Fig. 11.

Result of calculations is the list of 537 recommendations (1 line consists of 1
recommendation) for alternative “Iniesta”, shown in the upper part of a window. Any

of them guarantees to alternative “Iniesta” a victory.

Columns of each recommendation are average alternatives concerning which it

IS necessary to improve the state.


http://www.multitran.ru/c/m.exe?t=677167_1_2&s1=%E8%E5%F0%E0%F0%F5%E8%F7%E5%F1%EA%E8%E9
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In brackets the numbers from certain range are output. They show the previous
and desirable state of an alternative. So, Fig. 11 demonstrates the recommendation
No. 10 according to which the alternative “Iniesta” should improve: A) his
athleticism qualities a bit concerning his current state (from 1 to 2); B) his speed
qualities a bit concerning his current state (from 1 to 2); C) his playmaker qualities a

bit concerning current state of alternative “Messi” (from 1 to 2).

In the given calculation the recommendations for alternative “Iniesta” are
constructed on the analysis of all 7 criteria. But the system allows (see the left lower
part of the given window) user to choose not everything, but only certain criteria for
development of recommendations. It is reasonable to select the criteria allowing
alternative to improve its current state in the simplest way. In addition to selecting
criterion the system gives opportunity to specify deviation level on which the

alternative can improve the state compared with the previous one by this criterion.

If there are many recommendations, the system allows to arrange them on one of
three parameters, namely: by resulting index of efforts (cumulative efforts); by
weighed efforts; by the number of steps (see Fig. 11, upper right corner). They
correspond to formulas (1), (3) and (2), respectively (described in the Chapter 2). To
arrange the recommendations it is sufficient to click on a desirable column and then

the recommendations with the smallest values of this parameter will be first to output.

In Fig. 12-13 the recommendations for improvements for losing alternatives
“C.Ronaldo” and “Ibrahimovi¢” (different from “Iniesta”) are shown as example of

demonstration of analogical usage of software system.

Certainly, the final decision of recommendations selection is accepted by the
person. But the system provides to the person very effective tool not only for the
analysis of a current state of alternative, but also for evaluating perspectives of its
improving in the future, creating “guidelines for actions”. It is very important that
these recommendations are the most specific, at least insofar as it is generally

possible in solving of semistructured multicriteria optimization problems.
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3.3. Problem of the best car choosing and formulating recommendations for
losing alternatives

Problem formulation. Let’s imagine, that it iS necessary to select the best car
from the given set using given criteria. Suppose that a decision maker want to use six
criteria: {*“Price”, “Reliability”, “Desing”, “Equipment”, “Comfort”, “Efficiency”},
and let’s assume, that decision maker wants to choose one alternative out of four :
{*“Honda Civic”, “Hyindai i30”, “Peugeot 508", “VW Golf’}.

Solving the problem using the software system. Analogously to the previous
example, at first we determine the number of criteria, the number of alternatives, the
name of the problem, and comments. Then, we develop the hierarchy (Fig. 14), input
the name of its elements and comment them. Then, we make pairwise comparisons of
criteria according to goal and compare alternatives by every criterion. Then, we solve
the problem. The best choice in this case is “Peugeot 508 (Fig. 15). In Fig. 16-18
the recommendations for improvements of the state of losing alternatives are shown
(“Hyindai i30”, “Honda Civic” and “VW Golf”, respectively).
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CONCLUSIONS

As a result of “Researching semistructured problems of multicriteria
optimization using the software system”, | have mastered method for solving
problems of multicriteria optimization (problems of choice and ranging alternatives)

and have made their software implementation.

In the paper, | consider the class of problems of multicriteria optimization,
where alternative may change (improve) its state. Existing software products solving
such problems are restricted by the selection of the best alternative, whereas my
program not only solves this classical problem of choice but also allows to make
recommendations for the losing alternatives which lead to the victory. In other words,
the system generates some “guidelines for actions” pointing to the value that must be
changed in order the losing alternative becomes a winner. This is the scientific

novelty of the work.

The proposed software product is the main practical result of the investigation.
It must be stressed that for the selected alternative the program generates “smart” list
of recommendations. Implement of these recommendations allows this alternative
become a winner. “Smart” means the generating of such instructions for the
alternative, that minimize efforts compared with the previous state and lead to the
victory.

The main theoretical result of the investigation is the construction of the

algorithm which generates the “smart” list of recommendations for the losing

alternative which lead to the victory.

The proposed system has generality and may be used in various areas of human
activity for solving complex problems of multicriteria optimization not only for the
choice of the best alternative, but also for generating maximally specific
recommendations for losing alternatives: what namely and how much they must

Improve to become a winner.
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APPENDICES

Table 1
Pairwise comparisons of the weight of each element
Aq A, A,
Aq 1 w1/ W, wy/wy
A; wy/wq 1 wo /Wy
A, Wy /Wy Wy /W, 1
Table 2
Recommended scale of comparisons
Index of
relative Definition
importance
1 Equal weight
3 Slight advantage
5 Noticeable advantage
7 Strong advantage
9 Absolute advantage
2,4,6,8 Intermediate values
Above
digits Element yields similarly
reciprocals
Table 3

Matrix of pairwise comparisons of alternatives’ importance (after changing of
alternative A*)

A, A" Cx A,
Ay 1 wi/ W wyi/w,,
A* War /Wy 1 {1/9, ...,9} War /Wi
C, {,..,1/9} 1
1
A, Wy /Wy Wi/ Was 1
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Table 4
Direction of improvement of alternative’s A* weight relatively middle (by each
criterion) alternatives

Scale Criterion | Criterion | Criterion Criterion | Criterion
Ky K, K, K, 4 K,
9 A9,1 A9,2 A9,3 A9,n—1 A9,n

I IR

A1 A1
6,3

A1 A1
5.1

O = (0] = :

XeJ|

&, DSS "ANALYTIC HIERARCHY PROCESS"

File Help

Hierarchy of the problem:

HOUSE

TRANSPORT NEIGHBORHOOD AGE OF HOUSE YARD SPACE FACILITIES

COMDITIONS

FINANCING

HOUSE A

Fig. 1. Representing the problem as a hierarchy
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&, Pairwise comparisons of problem elements

Pairwise comparisons relatively "HOUSE"

Congistency of data iz 16.52 %

i |2 2 |4 |8 6 |7 = | Local priarities
1. SIZE OF HOUSE 1 ih i3 7 g 5 143 144 017
2 TRAMSPORT 14 1 1/3 & 3 3 15 1/7 (006
3 MEIGHEORHOOD [1/3 3 1 A K] 4 G 1/ 015
4 AGE OF HOUSE 147 1/45 148 1 143 14 1/ 148 002
5 vYARD SPACE 1% (1/3 1/3 3 1 12 1/%5 148 004
6. FACILITIES 18 1/ 114 4 2 1 1/5 1/68 004
7 COMDITIONS K] 4] 1/6 |7 4] 4] 1 1/2 017
a._FINAMCING 4 7 ] a B 3 2 1 035
Compare "SIZE OF HOUSE" with "TRANSPORT"
Element exceeds Element yields
E qual zignificance 11 E qual zignificance 1]
Intermediate lewvel [21 Intermediate lewvel [142]
E wceeds a bit [3] ieldz a hit [143]
Intermediate lewvel (4] Intermediate lewvel [1/4]
Exceeds noticeably (5] ieldz noticeably (175
Intermediate lewvel [E] Intermediate lewvel [1/8]
E wceeds strongly [71 ields strongly [147]
Intermediate lewvel (8] Intermediate lewvel [1/8]
E wceeds absalutely (4] ields absolutely [1/9]

Fig. 2. Pairwise comparisons of criteria
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&, Pairwise comparisons of problem elements

Pairwise comparisons relatively "SIZE OF HOUSE"

1

1. HOUSE & 1
2 HOUSE B 16
3 HOUSE C 1.8

2 3
g
1 4

144

| Local priorities

0.75
018
1 0.o7

Compare "HOUSE A" with "HOUSE B"

Element exceeds

E qual zignificance

(1]

Congistency of datais 7,79 %

Intermediate level [2]
Exceeds: a bit [3]
Intermediate level (4]
E sceeds noticeably 5]
Intermediate level [E]}
Exceeds strongly [7]
|ntermediate lewvel (2]
Exceeds: absolutely 9]

Element yields

E qual zsignificance 1]
[rtermediate level [142]
ields a bit [143]
|ntermediate level [144]
ields noticeably [1/58]
[ntermediate lewvel [1/6]
ieldz strongly [147]
[ntermediate lewel [1/8]
ieldz absolutely [149]

Fig. 3. Pairwise comparisons of alternatives

&, Results

Results of calculations

Choose alternative: |

j ‘ Create recommendations |

HOUSE A
(0.38)

HOUSE B

(0.35)

HOUSE C
(027}

Fig. 4. Results of calculations
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-
& Create new project u

—Parameters of new project

Short name of project [goal):
BaLLOM D'OR Amount of criteria: I? vl

Comment; Amount of alternatives: I4 3‘
Choozing the best footballer in Europe [2012]

1 e |

Fig. 5. Creation of a new project

& DSS "ANALYTIC HIERARCHY PROCESS" =

File Help

Hierarchy of the problem:

BALLON D'OR

Fig. 6. Representing the problem as a hierarchy



& Editing of element of hierarchy

). S

Editing af current element

Mame of element;

Comment;

C.ROMNALDO

Download photo

Candidate for the FIFA Ballon d'0r award

................................

................................

Mo |

=

Fig. 7. Editing of element of hierarchy
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-

& Pairwize comparizons of problem elements

Pairwise comparisons relatively "BALLON D'OR"

1 FEE 4 |5 & |7 |Local pricrities
1. DRIBBLIMG 1 3 2 1 3 1 3 0.24
2 ATHLETICISHM 1/2 |1 1 1/2 |1 1/3 142 008
3. PASS 142 |1 1 1/2 |1 143 1 0.09
4. KICK, 1 3 2 1 1/6 |1 2 015
5. SPEED 1/2 |1 1 B 7 1/2 |018
E. PLAYMAKER 1 3 3 1 147 |1 2 015
7. EMDURAMCE 1/3 |2 1 1/2 |2 142 1 011
Compare "SPEED" with "KICK"
Element exceeds Element yields
E qual significance 11 E qual significance 1]
Intermediate level [£] [ntermediate lewvel [142]
Exceeds a hit [3] ields a bit [143]
|ntermediate lewvel (4] [ntermediate lewvel [1/4]
Eswceeds: noticeably 5] ieldz noticeably [1/58]
[ntermediate lewvel [E]| [ntermediate lewel [1/8]
Exceeds strongly [7] ieldz strongly [147]
Intermediate level (2] Intermediate lewvel [1/8]
Esceed: absolutely 9] ieldz absolitely [149]

Congistency of data iz 21.89 %

Yalue shouldn't exceed 207! Pleaze, corect datal

Fig. 8. Pairwise comparisons of criteria
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&, Pairwise comparisons of problem elements

Pairwise comparisons relatively "DRIBBLING"

1 FEE |4 |Local priorities
1. IHIESTA 1 1/2 143 3 017
2 CROMALDD 2 1 1/3 4 0.25
3. MESSI 3 3 1 i 051
4 |BRAHIMONVIC 1/3 144 14 1 .07

Compare "MESSI" with "IBRAHIMOVIC"

Element exceeds Element vields

(1
2]
]
(4]

E qual significance
Intermediate lewvel
ields a bit
Intermediate level

E qual significance
Intermediate level

Exceeds a bit
Intermediate level

ields noticeably

Intermediate level |ntermediate level

[E]
[7]
]

(3

ields strangly
|ntermediate level

Ewceeds strongly
Intermediate level

E sceeds: absalutely ields abzalutely

Congistency of data iz 3.45 %

(1]

(142)
(143)
(144]
(1/5]
(145)
(147]
(148)
(149)

Fig. 9. Pairwise comparisons of alternatives

-
£, Results

Choose alternative:

Results of calculations

| ‘ Create recommendations |

0,3s514"
03"

0251"

IMIESTA,
(0.24)

C.ROMALDO
(0.25)

MESSI
(0.31)

IBRAHIMOVIC
(0.168)

Fig. 10. Results of calculations
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r M
&, Recommendations ﬂ

Recommendations for improvement "INIESTA" (total: 537)

DRIBELING ATHLETICISM | PaSS | KICK | SPEED | PLAYMAKER | ENDURANCE | Eumu\alivel wieightec | Number | -
relatively C.RONALDD relatively INIESTA relatively C.RONALDO relatively MESSI relatively IMIESTA relatively MESSI relatively C.RONALDD efforts efforts | of steps
(] a bit [frorm 1/2 to 1] a bit [from 1 to 2] ahit [from 1to 2) 0.0474 05237 3
BEN a bit [from 1/2to 1) abit [from 143 10 1/2) abit [from 1 to 2] 0.0a01 0.6526 3
1—_U— || abilon] abit (fram 1 D omst | 0ss | 3
1 maderately (from 1/3t0 1] abit [fram 1ta 2) 0.0338 06279 3
B a bit [from 2 to 3) abit [from 1ta 2) abit [fram 1ta 2] 0.0218 03918 3
13 | a bit [from 1/2to 1] a bit [from 2 to 3) ahit [from 1/2ta 1) 0.0011 04244 3
14 | abitfrom1/2ta 1) ahit [from 1/3 10 1/2] ahit (from 14210 1] 00001 | 05380 3
15 | moderately from 2 to 41 atit ffram 1 to 2] 00168 | 04048 | 3 2

Result after using recommendations

=] INIESTA
- (030} [

Level of deviation

jv

Recommendations

INIESTA C.RONALDO IBRAHIMOVIC
(0.30) (0.27) (0.28) (0.15)

Fig. 11. Results of calculations for losing alternative (“Iniesta”) after improvement

r B
£, Recommendations ﬂ

Recommendations for improvement "C.RONALDO" (total: 50)

DRIBELING
telatively C RONALDO

ATHLETICISM
relatively INIESTA

SPEED
refatively IMIESTA

PLAYMAKER
relatively MESS]

ENDURANCE
relatively CRONALDO

oooss | oz2im 1 b

a bit [from 3 to 4] abit [fram 1ta 2] 0.0033 01814 2
moderately (fram 1 to 3) 0.0035 017391 2

a bit [from 1 to 2) ahit [fram 1to 2] 0.0153 01387 2

moderately [from 1 ta 3) 00115 02183 2

abit [from 2 to 3) abit [from 1 to 2) 0.0087 01857 2

a bit [from 3 to 4) a bit [from 2 to 3) 0.0038 02733 2

T T TR S AnnTT | Aanan A

Result after using recommendations
——
C.RONALDO
(0.

Level of deviation

jv

Recommendations

INEESTA C.RONALDO MESS| IBRAHIMOVIC

(0.24) (0.31) (0.30) (0.15)

Fig. 12. Results of calculations for losing alternative (“C.Ronaldo ) after
improvement
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r M
&, Recommendations ﬂ

Recommendations for improvement "IBRAHIMOVIC" (total: 7375)

DRIBELING ATHLETICISM | PaSS | KICK | SPEED | PLAYMAKER | ENDURANCE |Eumu\alive wieighter| Number [
relatively C.RONALDO relatively INIESTA relatively C.RONALD D telatively MESSI refatively IMIESTA relatively MESS| relatively C.RONALDO efforts efforts | of steps 3
3 noticeably (from 1/4 to 2) a bit [from 1 to 2) abit [from 142t 1] 0.0040 1.1808 B .
4 noticeably (from 144 1o 2] a bit [from 3 to 4) abit [from 110 2) 0.0m5 1.1763 B
3 noticesbly (fram 1/4 ta 2) abit [fram 110 2) a bit [fram 145 ta 1/4] 0.0004 1.3298 [
7 moderately [from 1/4 ta 1) rmoderately [from 1 to 4) ahit [fram 1to 2] 0.0130 1.3896 7
(] noticeably (from 1/4 to 2) abit [from 142t 1] moderately [from 1 ta 3) 0.0008 11978 7
Result after using recommendations
rEaaAT e}
DRIBELING . =| BRAHIMOVIC ===~
(v ATHLETICISM v - ] (0.28) B
PASS 037 |- . -
KICK. 0281’
SPEED an
| FLAVMAKER 0267 1-
EHDURANCE 024
022
02
0184
0,16
0,14
012
Level of deviation, 01 - ~
3 0,081
- ooel |
LXTE O I i i i
. 0024’
Recommendations ol
IMESTA C.RONALDO MESSI IBRAHIMOVIC
(0.22) (0.24) (0.26) (0.28)

Fig. 13. Results of calculations for losing alternative (“Ibrahimovic¢”) after

improvement

2 DSS "ANALYTIC HIERARCHY PROCESS" =1
File Help

Hierarchy of the problem:

BEST CAR

PRICE RELIABILITY DESIGN EQUIPHMENT COMFORT EFFICIENCY

HONDA CIVIC

Fig. 14. Representing the problem as a hierarchy
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-
2, Results

Choose alternative:

Results of calculations

E

Create recommendations |

HONDA CIVIC

HYINDAII30

0,4
0,35
0,3

0,251

HOMNDA CVIC
(0.20)

|PEUGEOT 308

(0.27)

HYINDAI 130

e ————
PEUGEOT 208
""""""""" B (0.35) B

PEUGEOT 508
(0.35)

Th

Fig. 15. Results of calculations

-
&, Recommendations

B

Recommendations for improvement "HYINDAI I30" (total: 138)

| EFFICIENCY

Level of deviation

=

Recommendations ol

Result after using recommendations

FRICE RELIABILITY ESIGN EQUIPHENT | COMFORT ‘ EFFICIENCY Cumulative | weightec | Number .

relatively YW GOLF relatively HYINDAI 130 relatively HONDA CIVIC redatively HONDA CIVIC refatively HYINDA] 130 relatively HONDA CIVIC efforts efforts | of steps

[ a bit [from 2 to 3] moderately [from 143t 1] ahit [from 1 to 2] 00012 | 06180 rami
|7 | moderately (from 21t 4) moderately (fram 1 ta 3] noss | ovzl | 4
) a bit (from 2 to 3) moderately [from 143 to 2] 0.0045 0.6034 4
) moderately [from 2 to 5] a bit [from 1 to 2] 0.0719 1.0377 4
10 a bit (from 2 ta 3] moderately (from 1 ta 4] 0.0049 0.6502 4
0008z | 09176 5

ahit [from 1/3ta 1/2) maderately (fram 1 ta 3] a hit [from 2 to 3] 00084 | 0.7149 5 -

HONDA CVIC
(0.18)

HYINDAII30

HYINDAI 130
(0.34)

PEUGEOT 508
~ (0.33) .

PEUGEOT 508

(033)

VW GOLF
(0.15)

Fig. 16. Results of calculations for losing alternative (“Hyindai i30”) after
improvement
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&, Recommendations ﬂ

Recommendations for improvement "HONDA CIVIC" (total: 344)

FRICE RELIABILITY DESIGN EQUIPMENT COMFORT | EFFICIENCY | Cumulative w’a\ghlecl Number

relatively Y GOLF relatively HYINDAI 130 relatively HOMDA CIWIC relatively HOMDA CIVIC relatively HYIMDA) 130 relatively HONDA CIVIC efforts efforts | of steps

il maderately (from 1/3ta 2) abit [from 14210 1] a bit [from 1 to 2) 00162 | 11852 5 L4
12 | abit [from 1/2t0 1) moderately [from 1 to 4] abit [from 1 to 2) abit (from 1 to 2] 0.00z28 0.8910 E
13 | abit [from 1/2t0 1) noticeably (from 1 to &) abit (from 2 to 3) 00113 1.0283 E
14 | abit (from 14210 1) maderately [fram 1 ta 3] abit [fram 1ta 2) moderately (from 2 ta 4] 0.0115 0.9695 ]
15 abit ffrom 1 ] : n 1 to 2] _ _ 00028 | 1.0751 3
16 a bit [from 143 to 142) abit [from 1/2t0 1] moderately [from 1 ta 3] moderately (fram 2 to 4] 00123 | 11372 B

17 maderately (from 1/3ta 2) abit [from 14210 1] ahit from 1to 2] ahit [from 2 to 3] 00145 | 1.2339 [ -

|

Result after using recommendations

HONDA CVIC PEUGEOT 508
0,34 (0.30) 1 (0.29)

Level of deviation

I oo
=

Recommendations ol

HONDA CIVIC HYINDAII30 PEUGEOT 508

(0.30) (0.24) (0.29) (0.17)

Fig. 17. Results of calculations for losing alternative (“Honda Civic”) after

improvement

s B
£, Recommendations ﬂ

Recommendations for improvement "VW GOLF" (total: 122)

PRICE RELIABILITY | DESIGN | EQUIPMENT | COMFORT | EFFICIENCY | Cumulative W’E\ghlecl Number
relatively ¥ GOLF relatively HYINDaAI 130 relatively HOMDA, CIWIC relatively HOMDA CIWIC relatively HYINDAL 130 relatively HOND CIVIC efforts efforts | of steps
8 maderately [from 1 to 3] moderately [from 143 ta 2] 0.0757 1.5670 5
9 maderately [from 1 to 3] moderately [from 143 ta 1] abit (fram 17210 1) 0.0106 1.3194 5
10 moderately (from 1/3 ta 1) moderately [from 142 ta 3] a bit [from 1/2 to 1] 00034 | 1.2130 [
] 00148 | 1.3526 E
moderately (from 1/3 ta 1) moderately [from 142 ta 3] abit[from 1/2to 1] 0.0074 | 1.2758 [
13 moderately [from 143 ko 1) noticeably [from 1/2 o 4] 0.0050 1.2602 E
14 abit (from 1 to 2) moderately [from 143 ko 1) abit (from1/2 10 1) moderately [from 1/2 to 2] 0.0114 1.25592 E -
<= »
Result after using recommendations
—] VW GOLF [
0381 L |
034 H
0,32
03
0,28
026
024
022
02
018
016
014
Level of deviation: 012
01
= 0,08
0,06
0,04
. 0,02
Recommendations ol
HONDA CVIC HYINDAI 30 PEUGEDT 508
(017} (0.20) (0.31) (0.32)

Fig. 18. Results of calculations for losing alternative (“VW Golf”) after improvement



